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Abstract
This paper explores the application of Transfer Entropy (TE) in deep neural networks as a tool

to improve training efficiency and analyze causal information flow. TE is a measure of directed
information transfer that captures nonlinear dependencies and temporal dynamics between system
components. The study investigates the use of TE in optimizing learning in Convolutional Neural
Networks and Graph Convolutional Neural Networks. We present case studies that demonstrate
reduced training times and improved accuracy. In addition, we apply TE within the framework of
the Information Bottleneck theory, providing an insight into the trade-off between compression and
information preservation during the training of deep learning architectures. The results highlight
TE’s potential for identifying causal features, improving explainability, and addressing challenges
such as oversmoothing in Graph Convolutional Neural Networks. Although computational overhead
and complexity pose challenges, the findings emphasize the role of TE in creating more efficient
and interpretable neural models.
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1 Introduction
Causality refers to a direct relationship in which one event or variable directly influences or produces

changes in another. In the classical philosophical view of David Hume, causality is characterized by
[1]: Temporal precedence (cause precedes effect); Constant conjunction (cause and effect regularly
occur together); Counterfactual dependence (without cause, the effect would not occur).
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Transfer Entropy (TE), introduced by Thomas Schreiber [2], is a nonparametric unilateral infor-
mation measure between two random processes X and Y . It measures how much the past of X helps
predict the future of Y beyond what the past of Y itself tells us. TE was commonly used to quantify
the degree of coherence between events, usually those represented as time series. It was sometimes
related to Granger’s causality, where the process X is said to be the Granger-cause of process Y if
future realizations of Y can be better explained using past information from X and Y rather than Y
alone.

It should be noted that TE is not a general measure of causality since it implies only statistical
relationships and information flow, not necessarily causal relationships. A high TE value from X to
Y means that X provides predictive information about Y, but does not prove that X causes Y. In
addition, TE is usually applied to time series data, while causality often requires controlled experiments
or additional assumptions to establish. On the bright side, TE can detect indirect and nonlinear
relationships that might be missed by traditional causal analysis methods.

There is a growing interest in applying TE in quantifying the effective connectivity between ar-
tificial neurons. TE can measure the strength of a connection between neurons and we can use this
measure as feedback to amplify the connection.

The focus of this paper is on how to use TE to improve training and interpretability in massive
neural models. Deep learning neural architectures are hard to train due to their increasing complexity
and the size of the datasets used. Our objective is to design more efficient training algorithms that uti-
lize, if possible, causal relationships inferred from neural networks. Meanwhile, we are also interested
in using TE to better understand and interpret the decision-making process of neural networks.

The potential applications of TE in neural networks are very promising. We could use TE to
identify input features that causally affect the output and possibly reduce dimensionality. We could
also analyze the information flow in biologically inspired neural networks to compare artificial and
biological systems. Not to omit that TE can reveal how perturbations in inputs propagate through the
network, identifying fragile pathways or spurious correlations. A challenging application is to identify
which neurons or layers contribute the most to decision making, helping to explain AI models.

We face several challenges in this approach. Estimation of TE in neural networks is far from
trivial and implies significant computational overhead. The connection between TE and causality is
not always well understood, and it is very difficult to achieve complete interpretability of a neural
model from its TE calculations.

Our current contribution is a comprehensive description and interpretation of TE applications
used in deep learning. We present an overview of our research results for optimizing the learning
phase of deep learning models: Convolutional Neural Networks (CNNs) and Graph Convolutional
Neural Networks (GCNs). We also focus on the information flow quantified by TE in neural networks,
including in Information Plane (IP) analysis. IP is a visualization technique used to understand the
trade-off between compression and information preservation in the context of Information Bottleneck
(IB) framework.

The paper proceeds as follows. Section 2 analyzes TE in the context of causality and interpretabil-
ity. Section 3 describes our practical method for calculating TE in neural networks. In Section 4 we
present several case studies using CNNs and GCNs. Section 5 contains our final remarks.

2 TE and Causal Information Flow in Neural Networks - Concepts
and Previous Work

Using TE to study causality in neural networks involves quantifying the flow of information be-
tween different components of the network, such as neurons, layers, or even inputs and outputs. TE
is particularly well-suited for neural networks because it accounts for nonlinear dependencies and
temporal dynamics, which are inherent in many neural systems. This section discusses the causal
interpretation of TE in neural networks.

Causality is a fundamental concept that is used to describe the relationship between causes and
their effects. Definitions of causality can vary depending on the context (philosophy, physics, etc.),
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but the core idea remains the same: causality describes how one event (the cause) directly influences
another event (the effect).

Within any causality model, there is a correlation function [3]. However, causal analysis goes one
step further than statistical analysis, as it aims to infer not only the likelihood of events under static
conditions but also the dynamics of events under changing conditions [4]. Practically, it is very difficult
to establish the causality between two correlated events. In contrast, it is relatively easy to establish
a statistically significant correlation. Human intuition has evolved in such a way that it has learned
to identify causality through correlation. This is due to the inability to detect a time lag between a
cause and effect, which is a prerequisite for causality [3].

There are three key criteria for inferring a cause-effect relationship, defined as early as 1882 by
Mill [5]: (1) the cause preceded the effect, (2) the cause was related to the effect, and (3) we cannot
find any plausible alternative explanation for the effect other than the cause. These criteria match
Hume’s characterization of causality from 1739 [1], which uses philosophical terminology.

In the transmission theory of causality, causal information is transmitted from the cause to the
effect [3]. This was described in detail by several authors, including Salmon [6]. In the context of neural
networks, Salmon’s definition of causality involves drawing parallels between his concepts of causal
processes, causal interactions, and the computational mechanisms of neural networks. In Salmon’s
framework, a causal process is an entity that transmits causal influence.

In neural networks, the output of neurons represents the flow of information or influence within
the network. Salmon’s "mark transmission criterion" states that a causal process must be able to
carry a change that persists. In neural networks, such a change can be thought of as a perturbation
in the input data (e.g., a slight change in pixel values of an image) that causes detectable changes in
the output activations. If the network is causal in Salmon’s sense, the input change will propagate
through the layers and influence the final output. Causal interactions occur when the outputs of
previous neurons are combined. This summation and activation represent a causal interaction in
which multiple processes influence the result. This ability to propagate changes through the network
may demonstrate that the neural network embodies Salmon’s concept of causal processes.

Explainable machine learning is a very hot research area, especially for deep neural models [7, 8,
9, 10]. Neural networks are complex and often lack transparency, making it difficult to trace clear
causal pathways. Currently, several advanced techniques are used to make neural networks more
interpretable by identifying causal relationships:

• Saliency maps [11], where a heatmap on an image can show which pixels are "causally" relevant
for a classification decision.

• Shapley values [12], where a Shapley value in a neural network context represents the contribution
of each individual input feature to the final prediction, calculated considering how the prediction
changes when that feature is added or removed from a hypothetical set of features.

• Counterfactual analysis [13], where in the context of neural networks, we use the model to explore
"what-if" scenarios by generating hypothetical alternative inputs, essentially asking "what would
the prediction have been if this input value was different?".

• Causal graphs, where neural networks can be augmented with causal graph models that explicitly
represent causal relationships between input features and outputs [14].

• Semiotic superization [15, 16], a semiotic aggregation interpretation of inference mechanisms in
neural networks.

These methods identify how input features (causal processes) propagate their influence through
the network and contribute to the final output. This aligns with Salmon’s emphasis on understanding
causal mechanisms rather than just correlations, as these techniques show the pathways of causal in-
fluence in the network. During training, the weights of a neural network represent the mechanism that
governs causal interactions between neurons. Backpropagation can be viewed as the identification and
adjustment of these causal pathways to better align the network behavior with the desired outcomes.



https://doi.org/10.15837/ijccc.2025.1.6904 4

Therefore, Salmon’s definition provides a useful lens for understanding neural networks as systems
where "causal processes" correspond to the flow of activations, "causal interactions" happen when
neurons aggregate and transform inputs, and "propagation of marks" corresponds to how changes in
inputs (or intermediate states) propagate and influence the outputs. This perspective reinforces the
interpretability and mechanistic understanding of neural networks, especially when exploring their
internal causal structures.

Causality in the context of time-series data is often posed using two major frameworks: Granger
causality and the information-theoretical approach (e.g., based on the Kullback-Leibler divergence or
TE).

The Granger1 causality test is a statistical hypothesis test to determine whether one time series is
useful to forecast another. According to Granger, causality could be reflected by measuring the ability
to predict the future values of a time series using past values of another time series. The Granger test
is based on linear regression modeling of stochastic processes. More complex extensions to nonlinear
cases exist, but these extensions are more difficult to apply in practice. A weakness of Granger’s
causality is that it can make one infer causality when the reason is that the two variables (time series)
just happen to have common cause [3].

TE was introduced by Schreiber [2] not as a causality indicator but as a information transfer mea-
sure used to quantify statistical coherence between time series. In general, information transfer refers
to a directional signal or the communication of dynamic information from a source to a destination.
The TE is capable of distinguishing driving and responding elements and detecting asymmetry in the
interaction of time series. For example, in the financial market, based on the TE concept, Kwon et al.
[17] found that the amount of information transfer from index to stock is greater than from index to
index. This indicates that the market index plays an important driving force for the individual stock.
An excellent introduction to TE with applications is [18].

Later, TE was related to Granger causality. Barnett et al. [19] proved that the Granger causality
and the TE causality measure are equivalent for time series which have a Gaussian distribution.
Hlaváčková-Schindler generalized this result in 2011 [20].

However, there are differences between the general concept of causality (not necessarily Granger
causality) and information transfer. Causality is typically related to whether interventions on a source
can be identified to have an effect on the target, rather than whether observations of the source can
help predict state transitions on the target.

In conclusion, TE is a dynamic directional measure of predictive information, rather than a measure
of the flow of causal information from a source to a destination. In our paper, we use the information
transfer, measured by TE, to quantify causal relationships only between the information sources and
a given destination.

TE was recently used to quantify and interpret causal relationships in neural networks [21, 22, 23,
24, 25]. Kim et al. [26] predicted the direction of stock prices using TE and several machine learning
methods. Another application, combining TE and deep learning, is [27], where faulty sensor data were
recovered for building air conditioning systems.

Only a few attempts were made to use TE to improve the learning mechanism of neural networks,
our main focus here [28, 29, 30, 31, 32, 33]. The explanation and interpretation of the decisions made
by a neural model is another hot research area. Féraud et al. [34] explained the classification obtained
by a multilayer perceptron by introducing the concept of “causal importance” and defining a saliency
measurement that allows the selection of relevant variables.

3 How To Calculate Transfer Entropy in Neural Networks
When applied to neural networks, TE can reveal the causal information flow between individual

neurons, network layers, or inputs and outputs. This section explains in detail how TE can be used
to quantify the information flow in neural networks.

1Clive Granger, recipient of the 2003 Nobel Prize in Economics.
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3.1 TE Definition in Neural Networks

We start with the mathematical definition of TE, an extension of Shannon’s entropy that quantifies
how much information of time series J influences time series I [2]:

TEJ→I =
n−1∑
t=1

p(it+1, it, jt) log
p(it+1 | it, jt)

p(it+1 | it)
(1)

During training neural networks, each neuron produces an activation at a given time t. TE between
two neurons can quantify how much information neuron j’s activation contributes to predicting the
future activation of neuron i.

In a multilayer perceptron (MLP) network, at the layer level, we can measure both Forward
Causality (how much information flows from one layer to the next) and Backward Causality (how
much feedback from deeper layers affects earlier layers). Backward causality was recently introduced
as Backward TE to measure effect-cause relationships [35].

TE can also be used to evaluate the influence of specific input features on the network output: for
a feature x, we calculate TEx→y, where y is the prediction of the network. This helps identify causal
features, distinguishing them from irrelevant or spurious features.

In our approach, we compute the TE between individual directly connected neurons, knowing
that only a few connections are truly relevant. This gives us more flexibility in inferring important
causal relationships since we use a finer granularity. In a backpropagation-trained feedforward neural
network, we add the factor (1 − tel

j,i) to the weight update formula of the backpropagation algorithm:

∆wl
ij = −η

∂C

∂wl
ij

(1 − tel
j,i), (2)

where C is the loss function and te is the computed value of TE for the neuron pair j to i in layer l.
If we attempt to interpret the TE values, a lower value compared to the median implies that the

activations of the neuron pairs involved in the TE are similar (for classification tasks) and therefore
not immediately useful.

Our aim is to provide a corrective update of the weights, especially when we record disruptive
TE values. Such disruptive values are related to significant discrepancies between the activations of
connected neurons. By negating the TE values in term (1 − tel

j,i), we apply a prominent update to
the weights corresponding to a pair of neurons with a large TE. We do not introduce the derivative
of TE in Equation 2 since the updates of the TE values are usually small compared to the gradient
values.

The range of TE values changes from large to small during training and also within an epoch.
Implementing Equation 2 in the backpropagation algorithm provides improvements in the validation
accuracy of a MLP. Using TE yields good results under the assumption that modified weights can
positively steer the network performance. However, using Equation 2 in deep learning architectures
and for large training datasets is less efficient, and a different approach is needed.

We will describe in detail how we construct and use the time series for the TE computation.
The length of the time series is determined empirically. Since computing TE is a highly resource-
demanding task, we first evaluate various settings that maximize performance gain while minimizing
TE computations. For MLP architectures, we found that computing TE for all epochs and all neuron
pairs yields the best results. This is computationally feasible as long as the number of MLP’s neurons
is relatively small.

During neural network training, we collect neuron activations from all pairs of neurons from suc-
cessive layers. To construct the time series needed for TE, we binarize the collected activations into
time series I and J , as illustrated in Fig. 1, where g represents the binarization threshold. For MLP
architectures, the network is trained in two stages: a) the activations are binarized into time series
over epochs for the entire dataset, and b) TE is computed using the recorded time series, resulting in a
single TE value for each pair of neurons. Subsequently, another network with identical characteristics
is trained, maintaining the same order of input patterns. This time, Equation 2 is used, incorporating
the computed TE values for all updates.
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Figure 1: Binarizing the activations from a pair of neurons in two adjacent layers. A fixed thresholding
parameter g is used to control how many zeroes and ones are produced during binarization. This
parameter is empirically determined and varies for each architecture and dataset. The value of g is
selected to ensure that it produces fewer 1s than 0s. The distribution of binary values changes during
the training process, directly affecting the calculated TE values [30].

For CNN architectures, we restrict the length of the time series to keep computational costs man-
ageable. Using only the last two layers of the CNN yields the best results with minimal computations,
confirming our findings from [32].

The number of neurons in the fully connected layers of a CNN is significantly larger than in regular
MLPs. To obtain meaningful TE values, we need to balance the length of the time series with the
computational cost. The length of the time series is similar to the length of the context, which makes
this parameter closely related to the training mode. In batch training, regularization and gradient
updates typically target the batch size. For large datasets, longer time series tend to produce TE
values close to 0, in the range of 10−4 to 10−6, making them ineffective. Due to the nature of batch
normalization, updates in the backpropagation mechanism do not yield sufficient improvements over
an epoch for small TE values.

Our best results were achieved by computing the TE over a batch of inputs, where the TE batch
size matched the CNN batch parameter specified in the mini-batch gradient descent algorithm [36].
Fig. 2 illustrates the process of constructing the time series using a sliding-window mechanism applied
to a series of training patterns. The size of the sliding window is the same as the gradient descent’s
parameter batch size.
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Table 5: Results for SVHN [40] dataset, with/without TE.

SVHN+TE SVHN

Target 94% accuracy in epoch 9 11
Top 1 accuracy at epoch 9 94.05% 91.67%
Average epoch duration 512 s 491 s
Total training duration 4587 s 5369 s

Table 6: Results for USPS [41] dataset, with/without TE.

USPS+TE USPS

Target 99% accuracy in epoch 3 3
Top 1 accuracy at epoch 3 99.32% 99.05%
Average epoch duration 376 s 33 s
Total training duration 1138 s 102 s

u1

u···
uq

i(k)t i(k)t+1 · · · i(k)n−2 i(k)n−1

j(l)t j(l)t+1 · · · j(l)n−2 j(l)n−1

te(u1)
Jl ,Ik

i(k)t i(k)t+1 · · · i(k)n−2 i(k)n−1

j(l)t j(l)t+1 · · · j(l)n−2 j(l)n−1

te(uq)
Jl ,Ik

Figure 8. Illustration of how time series I and J are produced for a pair of neurons from layers k and l, for
multiple windows of events u1 . . . , uq.

Convolutional layers are a major building blocks used in CNNs [42]. A convolution is262

performed on the input data with the use of a kernel to produce a feature map. Applying the TE263

to measure the inter-neural information transfers between the input data and the resulted feature264

maps is interesting to be considered. We can compute the median of the activations of the neurons265

within each convolutional kernel from layer conv1 (see Figure 4), and pair it with the outputs of266

subsequent layer conv2. The obtained te values can be used in the CNN learning process. In our267

experiments, under this setup, the learning process diverged. In the best run, the top 1 accuracy268

hardly reached a considerable value. In addition, this approach has a considerable computational269

overhead, especially if we consider several convolutional layers. This justifies our focus on the270

last two fully connected layers only.271

It is also interesting to evaluate the impact the length s of the time series. Experimentally,272

we observed that, when s is a multiple of the batch size b, the accuracy maintains a favorable273

trend. In this scenario, the time series are constructed as illustrated in Figure 8. The best results274

were obtained when the length of the series are extended to the full epoch.275

In another set of experiments, we tried to minimize the number of considered neuron pairs276

from the last two layers, with a minimum impact on the achieved accuracy. In other words, we277

tried to obtain an optimal performance - computational overhead trade-off. We found that the278

Figure 2: How we calculate TE in a CNN [31].
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For larger and deeper architectures, Equation 2 does not yield a stable and consistently positive
accuracy improvement. Our experiments in [31] focused on supervised image classification tasks. In
these experiments, we computed the TE between the last two layers as illustrated in Fig. 3. After
computing TE from the last two successive fully connected layers, we applied TE using the factor
(I − (tetete)⊤) in the delta learning rule.

3.2 How to Estimate TE

Accurately estimating entropy-based measures, including TE, can be challenging. In the following,
we will describe our practical implementation of TE estimation.

Initially, Schreiber estimated TE using generalized correlation integrals, but there is no consensus
on an optimal approach to estimating TE from a data set. Instead, an alternative approach was
proposed where transition probabilities are obtained by kernel estimation [2].

The fixed partition histogram estimation approach is the most widely used technique. This method
is simple and efficient but is not scalable for more than three scalars. In addition, it is sensitive to the
choice of bin size. Other entropy estimation methods have also been used for computing TE, such as
kernel density estimation, nearest-neighbor techniques, and neural network-based approaches.

Estimating TE using variables extracted from neural network components is difficult for several
reasons:

• TE must be calculated multiple times during a single training epoch of a neural network, which
can lead to increased bias estimation error due to repetitive computation.

• The performance of TE estimation is influenced by the number of input variables, as the com-
putational cost to compute TE is linearly correlated with the size of TE’s inputs.

• The data sets used to approximate the TE should be large enough to produce reliable estimates.

• TE estimation techniques should be able to capture a broad range of TE distribution values,
and these values should align with the distributions of the weights or gradients of the neural
network where TE is actually used.

In [37] we used two common methods for estimating probabilities in TE: the binning method and
the box-kernel method. The binning method involves the discretization of the continuous time-series
data into a finite number of equally sized intervals (bins) and assigning each value to a bin. In this
approach, the probabilities are the relative frequencies of the data points within each bin. However, the
binning method is sensitive to the choice of bin size and may lead to loss of resolution if the bins are too
large or to excessive fragmentation if bins are too small. The box-kernel method, a variant of Parzen
window estimation, uses a nonparametric approach, estimating probabilities based on the proportion
of data points within a defined radius or kernel around each target value. This method is more
flexible and provides smoother probability distributions, particularly for small datasets or irregularly
distributed data. In contrast to the binning method, it is computationally more demanding. The
experiments demonstrated that both methods yield consistent results in estimating TE and Transfer
Information Energy (TIE), with differences in computational efficiency and smoothness, depending
on the dataset and method chosen. Both methods can be used to calculate the joint and conditional
probabilities, which are essential to derive the TE values.

In [30], we estimated the probabilities in the TE equation by constructing time series from the
discretized output of neurons during the neural network training process. These continuous neuron
outputs were discretized using a binning process, where a threshold was applied to categorize the
outputs into binary values. The probabilities were approximated as relative frequencies derived from
the occurrence of specific combinations of binary states in the time series. The computed TE values
were integrated into a modified version of the backpropagation algorithm, where TE was used as
feedback to adjust the weights between neurons. Although a higher number of discrete levels can
yield more accurate TE approximations, it requires longer time series and increases computational
complexity.
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The probabilities estimation we used in [30] was further extended in [31] by constructing time
series from the activations of CNN neurons. To balance accuracy and computational overhead, we
limited the TE computation to the last two fully connected layers, where classification decisions are
made. The weight updates were adjusted by incorporating the factor (1− tel

j,i) in the modified version
of the backpropagation algorithm, ensuring that the weights associated with high information transfer
connections are preserved, which accelerates convergence while improving the stability of the training.

3.3 Observations

Compared with the standard backpropagation, our training algorithm introduces two additional
parameters: the binarization threshold and the length of the time series. A key question is whether
these parameters could lead to overfitting and reduced generalization performance.

Computing TE for the updated backpropagation algorithm can introduce an overhead of up to
several times compared to the original training process. This overhead is increased linearly with the
product between the time series length and the number of neuron pairs for which the TE is calculated.

For large datasets, computing the TE for all pairs of neurons is prohibitive. However, it is not
necessary to compute the TE for every pair of neurons. Selecting the right pairs of neurons for the
computation of TE (as shown in [33]) produces very good results, comparable to those obtained when
computing TE for all pairs of neurons.

Adding the TE feedback parameter generally accelerates the training process by reducing the
number of epochs required to achieve the same accuracy. In MLP networks, for certain datasets, 7-10
times fewer epochs were needed to obtain the same accuracy. For CNNs, this approach consistently
improved both the accuracy and the number of epochs required to achieve a target accuracy [31].

Using TE in the training mechanism of the MLP and CNN architectures offers several advantages.
TE captures nonlinear dependencies, making it suitable for highly nonlinear systems like neural net-
works. Unlike correlation, TE identifies the direction of information flow (e.g., whether neuron i
influences neuron j, or vice versa). In addition, TE does not require prior knowledge of the network
structure.

Significant challenges remain. Neural networks often contain thousands or even millions of neurons,
making it computationally expensive to estimate TE for all possible pairs. Accurate TE estimation
requires large amounts of data to reliably compute probability distributions.

In terms of interpretability, we observe that high TE values indicate strong causal relationships
but do not provide direct insights into the network’s learned representations. This underscores the
need to not only quantify causality, but also explain the results in a meaningful way.

4 Case Studies
This section summarizes, with new interpretations, our applications of TE in deep learning. Details

can be found in our published papers [30, 31, 32, 33].

4.1 TE in CNNs

CNNs represent a major component of the deep learning landscape. In the search for increasing
their precision, researchers have produced complex architectures that were difficult to improve. In
[31], we proposed a generic mechanism that improves the accuracy of CNNs. Our results confirmed
the findings of [32, 38, 39, 40].

In Section 3, we show how TE can be calculated in a CNN. We aim to give details on how TE
can be used in the CNN learning mechanism. Our core idea is that the most influential layers in
the fine-tuning stage of CNN training are the ones closest to the output. We computed TE between
the last pair of layers that comprise the last fully connected layers for various CNN architectures,
which are, in fact, the pre-softmax and softmax layers. The softmax layer transforms its input into
probabilistic outputs [41].

Using the real-valued time series outputs from the neural network layer in the TE formula is not
feasible due to computational burden. Binarizing the real-valued inputs simplifies the probabilities
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computation. We used a fixed threshold to binarize the inputs used in TE for the TE estimation
techniques, then algebraically computed the probabilities of the members of the TE formula.

In a CNN, it is not practical to compute the TE for all layers, regardless of the estimation techniques
used. Each layer and each dataset require its own threshold, as each architecture produces different
distributions of neuron activations. The size of the time-series window is another hyperparameter that
can influence two different behaviors: if it is too large, it can smoothen the TE values, diminishing
any returns. If the window is too small, the computed TE will not selectively capture the distribution
of the inputs. We observed that computing and using TE for an additional set of layers improved
performance.

Our approach creates conditions for further information transfer interpretation within deep learning
models. The statistical aspects of information transfer between CNN layers can provide insight into
the feature abstraction process.

Essentially, our idea was to use TE as a momentum factor in the backward step of the error back-
propagation and update the weights according to the unidirectional amount of information transferred
between pairs of neurons (see Fig. 3). An example of how the TE is constructed between a pair of
layers for the USPS dataset and architecture is shown in Fig. 4.
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Figure 6. During the feedforward step, we compute time series I and J, and the te matrix, as shown by
the green arrows. When the backward step propagates the errors, we then use the te matrix in the weight
updates as shown in the Algorithm 1.
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Figure 7. Evolution of the te standard deviation values on the first 4 epochs for the SVHN+TE dataset, for
the pre-softmax layer. Each data point in the plot represents a batch. The rest of the TE values have a similar
shape, and decrease slowly during training. We observe the spikes of the TE values at the beginning of each
epoch due to the training set randomization. During the first epoch the TE values are not calculated for the
first batches in order to prevent anomalous values, hence its value is close to 0.

During training, at the beginning of each epoch, we noticed an increased instability, visible237

through the high variation and values of the gradients, as seen in Figure 7. These observation238

apply for all datasets and networks, with or without the TE added. The TE values also exhibit239

instability and have larger values at the beginning of each epoch. However, the TE values show240

smaller values during the first epochs due to the selected threshold value that matches larger241

weights values from subsequent epochs. During each epoch and also during the whole training242

process, the slope of the gradients gradually decreases, and the TE variation also decreases.243

To validate the TE impact, we set a target accuracy to be reached by both implementations244

with/without TE. We observed the implementation that reaches the target accuracy w.r.t. the245

number of epochs needed, as well as the average time per epoch. These results show which of246

the two implementation requires less epochs to reach a target accuracy on the test set. For a fair247

Figure 3: We collect activations and transform these into time series I and J . The green arrows
indicate the flow of inputs that construct the TE layer which is later backpropagated into the network
[31].

4.2 Information Adaptation Analysis in CNNs via TE

Information adaptation in neural networks refers to the process by which neural models modify
or refine their internal representations to effectively handle changing input data. This adaptability is
critical for generalization, robustness, and transfer learning.

Information inflation occurs when the representation of data is expanded, often to richer feature
spaces. This allows the network to disentangle and separate complex features that are not linearly
separable in the input space. In contrast, information deflation is the process of compressing the
input data’s representation, where irrelevant, or less useful, information is discarded while retaining
essential features. This transformation helps the network generalize, focus on relevant patterns, and
reduce computational complexity. This two-stage process is illustrated in Fig. 5.

Inflation-deflation duality was recently translated into the fitting - compression duality in IB theory.
The IB principle posits that an effective neural network should compress input data into internal
representations that retain only the most relevant information necessary for predicting the output. It
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5. Experimental results218

All experiments were completed on an AWS Sagemaker ml.p2.xlarge instance using219

NVIDIA Tesla K80 GPU, with 4 vCPU cores and 61GB of RAM, engineered on top of Py-220

Torch 1.7.1. The repository is available on GitHub1.221

We used the following well-known datasets as benchmarks: CIFAR-10 [37], FashionMNIST222

[38], STL-10 [39], SVHN [40] and USPS [41] datasets. This selection was determined by the vast223

amount of literature surrounding it and the number of available implementations and comparisons.224

The networks used consist of the following sequential components: convolution and feature225

engineering, deconvolution and classifier (in this order). Within these, various mechanisms226

were used to prevent overfitting (e.g., dropout) and obtain normalization. Our experiments and227

additions to this architecture involved mainly the classifier part of the network, but we have also228

ran experiments on the convolutional layers.229

We applied the TE on the last (fully connected) two layers, the pre-softmax and softmax230

layers, with different binarization thresholds determined experimentally (see Table 1). The TE231

term is applied on the weights of the k-th layer (see the red arrows in Figure 6).232

The softmax layer transforms the outputs of a linear layer into probabilities. The maximum233

probability corresponds to the predicted class. For all outcomes with probability above the234

threshold, the J time-series are positive.235

Figure 4 depicts the architecture of the network used for the USPS dataset.236

32

conv1

64

conv2

576

fc2

144
pre-

softmax

transfer entropy

10

softmax

Figure 4. Illustration of the feedforward phase for the USPS dataset. The green arrows indicate the layers
outputs that are used to compute the TE2.

1 https://github.com/avmoldovan/CNN-TE
2 Plotted using https://github.com/HarisIqbal88/PlotNeuralNet

Figure 4: How we compute and use TE for the USPS dataset. The green arrows show the contributing
neurons for TE calculus, during the feed-forward step. Each of the TE input layers required different
threshold values for binarization which were determined empirically [31].

Figure 5: The 2-stages process of information adaptation: It starts with a bottom-up process of infor-
mation inflation and continues with a top-down process of information deflation until the appropriate
quantity of information is adapted to the required task [42].
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was introduced by Tishby et al. [38, 39, 43] as a theory to explain some of the training dynamics of
deep neural architectures. This is formalized by minimizing the objective function minPT |X (I(X; T )−
βI(Y ; T )). Based on IB theory, the two distinct phases, fitting and compression, characterize the
mutual information (MI) of: a) the input X and the internal representation T ; and b) the internal
representation T and the output Y . Additionally, a good internal representation produced by a neural
model should maximally compress the input data while preserving sufficient information about the
output. The question is how to optimally balance fitting and compression so that we correctly predict
an input. We want the most compact network with the best prediction accuracy. In terms of MI,
we want to minimize MI between inputs and outputs while minimizing MI between inputs and a
compressed distribution T .

Shwartz-Ziv and Tishby [39] used the IP analysis technique to visualize and explain the trade-off
between compression and information preservation in the context of the IB method, by plotting the
amount of information in the input data against the compressed representation (Fig. 6). The goal
was to observe the dynamics of information flow and compression.

Figure 6: "Information planes" drawn from pairs of MI from adjacent layers. The distribution of the IP
has a larger variance for the initial layer. The IP lines show that the differences between I(X; T ) and
I(Y ; T ) are minimal in the last layers and last epochs. This confirms that the network is fine-tuning
its classification capabilities. T is derived from weights’ values using a small random linear addition
to the initial variable [44].

In [39] it was observed that during training, neural networks undergo two distinct phases of fitting
and compression, with the compression phase crucial for generalization. However, subsequent studies
by [40] and [45] challenged these claims, demonstrating that compression does not necessarily corre-
late with improved generalization and that MI may not be the optimal metric to capture learning
dynamics. Although the IB principle suggests that an effective neural network should compress input
data into internal representations that retain only the most relevant information to predict output,
the evidence supporting a causal link between compression (measured by MI) and generalization has
been inconclusive.

Traditionally, MI has been used to quantify the trade-off between input compression and output
preservation in neural networks. However, conflicting results on the causal link between MI-based
compression and generalization performance have prompted the exploration of alternative measures.

For this reason and because TE can capture nonlinear temporal relationships between variables
(which MI does not), we used TE instead of MI as a metric for information compression/preservation
[32]. We introduced a novel approach for analyzing and visualizing the information flow within deep
neural networks. This method provides fresh insights into the IB principle and IP analysis, with the
aim of deepening the understanding of learning dynamics and generalization in neural networks. Our
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method is an alternative to the MI-based approach in [44].
We calculated TE between adjacent layers of the neural network, overlayed the averaged TE values

of each batch in each epoch, and performed IP analysis to reveal the presence of the IB principle. We
could experimentally show, for fully connected shallow networks and CNNs, that TE values decrease
over training epochs. This decrease can be related to the compression of irrelevant information and
aligns with the fitting and compression phases described by the IB theory. The TE values are higher
in initial epochs and layers, decreasing as the network abstracts and generalizes features in deeper
layers. The observations revealed that TE effectively captures the training dynamics and provides
concrete evidence of information compression at the layer level.

Our findings revealed consistent patterns:

• Temporal evolution of TE: TE values are higher during the initial training epochs and gradually
decrease as training progresses. This reflects the transition from the fitting phase to the com-
pression phase in the IB framework, as conceptualized by [39]. The decrease in TE indicates that
the network is increasingly focusing on relevant features and filtering out irrelevant information.
This result was aligned with the findings in [40, 44].

• Layer-wise TE distribution: Higher TE values and variances are observed in the deeper layers
of the network, particularly the final fully connected layers in CNNs. This aligns with observa-
tions in [40], who noted that significant compression occurs in the later layers of the network.
The higher TE in these layers suggests that they are responsible for capturing more abstract
representations and that information compression is more pronounced there.

• TE based IP correlation with performance metrics: There is a strong inverse relationship between
TE and training accuracy, as well as a close alignment between TE and the loss function. As
TE decreases, indicating increased compression, accuracy improves and loss decreases. This
supports the notion that efficient information transfer and compression are associated with
increased learning performance. IP illustrates each layer’s compression proficiency, and TE
dynamic visualization (at the layer, epoch, or training batch level) can depict possible hurdles
during training.

In summary, TE is a promising tool for analyzing learning dynamics and the relationship between
compression and generalization in neural networks. It offers deeper insights than MI by accounting
for temporal dependencies. We believe that further developing our TE findings into TE-based loss
functions has the potential to enhance the training efficacy of deep neural networks.

4.3 TE in Graph Convolutional Neural Networks

Graph Neural Networks (GNNs) are neural networks that use graph data as inputs. The input
features are associated with the values of the nodes, and the data links between the nodes are modeled
as edges. Together, these are modeled using different mechanisms and can employ a multitude of tasks,
from classification systems to recommendation systems, traffic forecasting, and molecular property
predictions. Schematically, a GNN can be simplified to the representation in Fig. 7. When applying
operations on a GNN, in particular convolution operations, these use the node relations to select how
far from the centered node an operation is applied to the neighboring nodes (Fig. 8). The similarities
with the convolutional operators from the classical CNNs can be observed in Fig. 9: the convolutional
kernel is applied in the same way as the number of node neighbors are being targeted by the graph
convolution operator. Considering the convolutional operator as a filter function applied to graph
nodes, we depict in Fig. 10 how the node’s features are used to compute the aggregated values to the
neighboring nodes.

We integrated TE in a semi-supervised classification method in [33]. Essentially, we improved the
Yan et al. algorithm [47] to address two challenges in GCNs: oversmoothing and the effective use of
the relational properties of the nodes, specifically heterophily and homophily. The latter two negatively
affect the generality of the classification algorithms in GCNs. Oversmoothing refers to the phenomenon
in which repeated aggregations in GCNs lead to the homogenization of node features, diminishing
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Figure 7: A GCN takes as input a graph together with a set of feature vectors where each node is
associated with its own feature vector. The GCN is then composed of a series of graph convolutional
layers that iteratively transform the feature vectors at each node. The output is the graph associated
with output vectors associated with each node (from: Matthew Bernstein https://mbernste.github.
io/posts/gcn/).

Figure 8: We can visualize the graph convolutional layer at a given node using a network diagram
highlighting the neural network architecture (from: Matthew Bernstein https://mbernste.github.
io/posts/gcn/).

https://mbernste.github.io/posts/gcn/
https://mbernste.github.io/posts/gcn/
https://mbernste.github.io/posts/gcn/
https://mbernste.github.io/posts/gcn/
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Figure 9: A GCN can be understood as performing a convolution in the same way that traditional
CNNs perform a convolution-like operation (from: Matthew Bernstein https://mbernste.github.
io/posts/gcn/).

Figure 10: A filter is passed over each node and the values of the neighboring nodes are combined to
form the output value at the next layer (from: Matthew Bernstein https://mbernste.github.io/
posts/gcn/).

https://mbernste.github.io/posts/gcn/
https://mbernste.github.io/posts/gcn/
https://mbernste.github.io/posts/gcn/
https://mbernste.github.io/posts/gcn/
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Cora Chameleon Wisconsin

Figure 11: Clustering obtained using Louvain method [46] for three citation network datasets. Colors
represent a grouping method based k-nearest neighbor, using the node’s internal and external degrees
to compute distance metrics. Three different structures from the datasets used in our experiments are
illustrated. Observe the completely different organization of the nodes and connections where both
homophily and heterophily are present in the same dataset, under different clusters [33].

their discriminative power; this effect is intrinsic to the convolution operations and increases with
the number of its applications. Heterophily denotes the tendency of nodes to connect with dissimilar
nodes, while homophily refers to connections between similar nodes. Both are significantly impacting
GCN performance. The heterogeneity of a graph data structure can be observed in Fig. 11: there
is no generic operation that can be easily applied to the entire graph structure to produce consistent
results across its clusters, since any operations are limited through their nature and they are inherently
relying on the node’s relational properties. We motivate the selection of Yan’s et al. implementation as
baseline by the high scores obtained on the citation network datasets, its usage of latest regularization
and decay aggregation techniques, its speed, and the fact that it is using a widely adopted technique
which weights the inputs along with output aggregation.

In the GGCN algorithm, Yan et al., recalibrated the edge weights using a novel mechanism to
calculate the relative degree of a node. The authors then assigned negative signs for heterophilous
edges and positive signs for homophilous ones. In our implementation, in addition to the GGCN
method, we integrated TE as a control mechanism within the GCN learning process to mitigate these
challenges. In the context of GCNs, TE quantifies the information transfer between nodes based on
their feature distributions. Our proposed TE-GGCN method modifies the standard GCN architecture
by introducing TE-based adjustments after the convolutional layers. Specifically, the method involves
the following steps:

1. Calculate the heterophily rate Hv for each node v, using the formula Hv = 1
|N(v)|

∑
u∈N(v) 1 (lu ̸= lv),

where N(v) is the set of neighbors and lu is the label of node u.

2. Select nodes with the highest heterophily rates and degrees to compute TE, thus focusing com-
putational resources on the most impactful nodes.

3. Compute TE using node features as input, TEY →X , where X and Y are feature vectors of pairs
of nodes.

4. Adjust the node features Hi,j post-convolution using Hi,j = Hi,j + max(TEYj→Xi), thereby
enhancing feature differentiation.

In essence, different from the GGCN algorithm, we used TE to compute the similarity of the node
values. We used TE to directly modify the features of the GCN nodes. In this way, we controlled the
messages exchanged between these nodes and, consequently, the misclassification rate. We computed
TE prior to the convolution operations and applied it after the convolution blocks.

To minimize the computational cost of TE, we used the following node selection mechanism (before
computing TE): a) Select the 5% highest heterophilic nodes; b) From these, select 10% from the nodes
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that have the highest degree. The node selection count was empirically determined after multiple runs
while trying to optimally balance computational cost and accuracy.

Experimental evaluations on citation network datasets having various degrees of homophily and
heterophily demonstrate that TE-GGCN outperforms the baseline GGCN in classification accuracy.
The results are summarized in Tables 1 and 2 and the implementation details can be found in our
repository2.

Our method maintains the original GGCN architecture while effectively addressing oversmoothing
and leveraging heterophilic relationships. However, the computational overhead increases with the
number of nodes for which TE is computed, posing a trade-off between accuracy and efficiency. As
a result, nodes that have many neighbors will require increased computational needs. Despite the
added computational cost, the TE-GGCN offers a flexible and generalized approach to improve GCN
performance by incorporating TE, suggesting its potential applicability to a wide range of graph-based
learning tasks.

Table 1: Datasets characteristics and mean accuracy over 10 runs with ± stdev. The best results are
grayed and bolded.

Texas Wisconsin Actor Squirrel
Hom. level h 0.11 0.21 0.22 0.22

Classes 5 5 5 5
#Nodes 183 251 7,600 5,201
#Edges 295 466 26,752 198,493

TE-GGCN (ours) 84.86 ± 4.55 87.45 ± 3.70 37.50 ± 1.57 55.04 ± 1.64
GGCN 83.51 ± 3.72 86.47 ± 3.29 37.56 ± 1.55 55.51 ± 2.06

Table 2: Results continued.
Chameleon Cornell Citeseer Pubmed Cora

Hom. level h 0.23 0.3 0.74 0.8 0.81
Classes 5 5 7 3 6
#Nodes 2,277 183 3,327 19,717 2,708
#Edges 31,421 280 4,676 44,327 5,278

TE-GGCN (ours) 71.14 ± 1.84 85.68 ± 6.63 77.14 ± 1.45 89.08 ± 0.37 87.95 ± 1.05
GGCN 70.57 ± 1.84 84.32 ± 6.63 76.51 ± 1.45 89.12 ± 0.32 84.32 ± 1.05

5 Conclusions
This study underscores TE as a tool to improve the efficiency, interpretability, and analysis of

deep learning models. We have demonstrated improvements in training performance for CNNs and
GCNs, highlighting its ability to capture causal information flow. The application of TE not only
reduces training time, but also aids in identifying key causal features, providing a pathway toward
more explainable artificial intelligence.

Despite its promise, the integration of TE in neural network optimization faces challenges such
as computational overhead and the difficulty of reliably estimating entropy measures for large-scale
networks. However, our findings illustrate that targeted applications, such as using TE to analyze
layer-level information dynamics or mitigate oversmoothing in GCNs, can strike an effective balance
between computational cost and model performance.

Future work should focus on developing scalable methods for TE computation and exploring its
integration with other interpretability frameworks. By addressing these challenges, TE could serve as
a cornerstone to advance efficient and interpretable deep learning systems, bridging the gap between
performance and understanding.

The second law of thermodynamics says that in an isolated system, entropy always increases. This
principle explains, for example, why an egg cannot be unscrambled. TE can be conceptually linked

2https://github.com/avmoldovan/Heterophily_and_oversmoothing-forked/

https://github.com/avmoldovan/Heterophily_and_oversmoothing-forked/
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to thermodynamics by interpreting the direction of information flow as a proxy for the direction of
entropy change between two interacting systems [48].

TE applied to neural networks has certain limitations. TE can measure the information flow
between multiple variables with time-series activities in discrete time. However, neural networks
involve billions of information flow paths that lead to a decision, and these paths cannot be easily
reverse-engineered simply by observing or measuring the neural computations. Consequently, it is not
possible to mathematically dissect a machine’s decision to uncover the exact paths taken by the neural
network to reach that conclusion.

Additionally, entropy, including TE, cannot be reversed in a closed system because entropy always
increases over time. It is more accurate to consider the entropy as being generated rather than reduced.
As a result, such an information-theoretical lossy method cannot serve as a universal tool for reverse
engineering a neural model and interpreting / explaining its decisions with 100% precision.
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