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Abstract: The continuous growth in wireless communication, the demand for so-
phisticated, simple and low-cost solutions are also increasing. The demand motivated
the researchers to indulge into inventing suitable network solutions ranging from wire-
less sensor networks to wireless ad-hoc networks to Internet of Things (IoT). With the
inventions coming from the researchers, the demand for further improvements into the
existing researchers have also growth upbound. Initially the network protocols were
the demand for research and further improvements. Nevertheless, the IoT devices are
started getting used in various fields and started gathering a huge volume of data us-
ing complex application. This invites the demands for research on load balancing for
IoT networks. Several research attempts were made to overcome the communication
overheads caused by the heavy loads on the IoT networks. Theses research attempts
proposed to manage the loads in the network by equally distributing the loads among
the IoT nodes. Nonetheless, in the due course of time, the practitioners have decided
to move the data collected by the IoT nodes and the applications processing those
data in to the cloud. Hence, the challenge is to build an algorithm for cloud-based
load balancer matching with the demands from the IoT network protocols. Hence,
this work proposes a novel algorithm for managing the loads on cloud integrated IoT
network frameworks. The proposed algorithm utilizes the analytics of loads on cloud
computing environments driven by the physical host machines and the virtual envi-
ronments. The major challenge addressed by this work is to design a load balancer
considering the low availability of the energy and computational capabilities of IoT
nodes but with the objective to improve the response time of the IoT network. The
proposed algorithm for load balancer is designed considering the low effort integra-
tions with existing IoT framework for making the wireless communication world a
better place.
Keywords: IoT, cloud integrated load balancer, inter quartile correlation, static
threshold utilization.

1 Introduction

The most recent ground-breaking innovation in the field of networking is Internet of Things
(IoT). The IoT networks have gained a huge popularity for making the communication protocols
working with three simple components as gather the data from the open operational environment
using sensors, the independent machine to machine communication and the cloud computing en-
vironment for the applications and the data collected by the sensor agents. An important aspect
of IoT is their protection against cyber attacks [1]. The increasing popularity of smart concep-
tual factors of modern appliances and life style made IoT an integral part of the modern wireless

Copyright ©2019 CC BY-NC
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communications. IoT frameworks are frequently considered as a layered secluded engineering
of a computerized innovation. The gadget layer alludes to the physical parts: CPS, sensors
or machines. The system layer comprises of physical system transports, distributed computing
and correspondence conventions that total and transport the information to the administration
layer [3], which comprises of uses that control and consolidate information into data that can be
shown on the driver dashboard. The best most stratum of the stack is the substance layer or the
UI.

The historical backdrop of the IoT starts with the development of the programmable ra-
tionale controller by Dick Morley in 1968, which was utilized by GM in their programmed
transmission producing division. These PLCs took into consideration fine control of individual
components in the assembling chain. In 1975, Honeywell and Yokogawa presented the world’s
first DCSs, the TDC 2000 and the CENTUM, independently. These DCSs were the following
stage in permitting adaptable process control all through a plant, with the additional advantage
of reinforcement redundancies by conveying control over the whole framework, disposing of a
solitary purpose of disappointment in a focal control room.

Nonetheless, with the increasing demand for further improvements on IoT load balancing
for cloud integrated applications and frameworks this work proposes a novel load balancing
algorithm.

The rest of the work is furnished such as in the section 2, the routing demands for any IoT
network is analysed, in section 3, the benefits of cloud computing service models are analysed,
in section 4, the outcomes from the parallel researches are analysed, in the section 5, the novel
proposed load balancing algorithm is presented, in the section 6, the integration possibilities
of the proposed algorithm into any existing IoT framework is discussed, in the section 7, the
results obtained from the proposed framework is discussed and analysed, in the section 8, the
comparative analysis with the standard protocols are carried out to establish the significance of
improvements and this work presents the final conclusion of the research in the section 9.

2 IoT routing strategies demands

In this section of the work, the fundamental demands for routing strategies on IoT is elab-
orated and discussed to realise the break points for performance improvements using load bal-
ancing.

Some expansive scale remote information securing, and activation related applications utilize
low-fuelled installed gadgets. These applications incorporate accuracy horticulture, building the
board/mechanical robotization, vehicular specially appointed systems, and urban systems/vital-
ity and water lattices to fabricate more intelligent urban communities. In these remote sensors
organizes, the installed gadgets work under serious vitality limitations, which results in calcula-
tion, stockpiling, and radio-transmission related imperatives [Fig. 1]. They likewise impart over
a lossy channel.

Traffic examples and information stream inside LLN are profoundly directional. The exam-
ples can be characterized as multipoint-to-point traffic, point-to-multipoint traffic, or point-to-
point traffic. In MP2P traffic, for instance, detected data from various detecting hubs is steered
to an Internet application by means of LBR. P2MP traffic is seen when an inquiry asks for is
produced using the Internet and steered by means of the LBRs and LLN switches to various field
hubs. P2P traffic happens when control data should be sent to actuator or ready data is gotten
from a sensor.

The RFC reports depict the key usefulness and steering prerequisites for urban LLNs:
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Figure 1: IoT routing building blocks

2.1 Arrangement of nodes

In a run of the mill urban system organization, hundreds or thousands of nodes with pre-
customized functionalities are taken off. The steering convention should represent these variables
and bolster self-association and self-design at the most reduced conceivable vitality cost.

2.2 Affiliation and disassociation of nodes

After the instatement stage, nodes may join or leave the system at self-assertive occasions.
The steering convention likewise ought to most likely handle circumstances where a breaking
down node may influence or endanger the general directing effectiveness.

2.3 Ordinary estimation detailing

The information directing calculation and choice may rely upon the detected information,
the recurrence of revealing, the measure of vitality staying in the nodes, the reviving example of
the vitality searched nodes, or different variables.

2.4 Scalability

The directing convention must almost certainly bolster a field organization of a couple of
hundred to a huge number of sensor nodes without decaying chosen execution parameters beneath
configurable edges.

Hence, it is natural to understand that the scalability is one of the key factors for low power
consuming devices, such as IoT devices. Thus, the scalability of the IoT network can be improved
using cloud-based load balancing strategies.

Thus, in the next section of the work, the cloud computing service types with related ad-
vantages are discussed.

3 Cloud computing services

This work proposes a novel framework to balance the IoT network data processing loads us-
ing the cloud computing services. Hence, it is a prime importance to realize the cloud computing
service types and identify the benefits, which can be utilized for balancing IoT network loads.

3.1 Using cloud software capabilities

The ability gave to the data consumers is to utilize applications running on a cloud foun-
dation. The applications are available from different gadgets through either a thin interface, for
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Figure 2: Cloud provisioning capabilities using VM

example, an internet browser, or a programable interface. The consumer does not oversee or
control the hidden cloud framework including system, servers, working frameworks, stockpiling,
or even individual application capacities, with the conceivable exemption of constrained client
explicit application design settings.

3.2 Using cloud operational capabilities

The ability gave to the application consumers to send application onto the cloud framework,
data centre owners made or gained applications made utilizing programming dialects, libraries,
administrations, and apparatuses bolstered by the supplier. The application owner does not
oversee or control the basic cloud framework including system, servers, working frameworks, or
capacity, however has power over the conveyed applications and potentially design settings for
the application-facilitating condition.

3.3 Using cloud provisioning capabilities

The capacity gave to the application owners to arrangement handling, stockpiling, systems,
and other key registering assets where the application consumers can send and run self-assertive
programming, which can incorporate working frameworks and applications. The application
owner does not oversee or control the basic cloud foundation but rather has command over
working frameworks, stockpiling, and conveyed applications; and potentially constrained control
of select systems administration parts

Henceforward, it is natural to realize that the provisioning capabilities of cloud computing
can be utilized to handle the loads on applications running and generating data from any IoT
network.

The provisioning of resources on cloud can be achieved using virtual machines [Figure 2].
Virtual machines are operating frameworks or application situations that is introduced on pro-
gramming, which emulates devoted equipment. The end client has indistinguishable experience
on a virtual machine from they would have on committed equipment. Specific programming,
called a hypervisor, copies the PC customer or server’s CPU, memory, hard circle, arrange, and
other equipment assets totally, empowering virtual machines to share the assets. The hypervisor
can imitate numerous virtual equipment stages that are disengaged from one another, enabling
virtual machines to run Linux and Windows Server operating frameworks on the equivalent
fundamental physical host. Virtualization limits cost by lessening the requirement for physical
equipment frameworks.
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4 Outcomes from the parallel researches

The origination of the modern research on IoT started with the newer directions explored
by the S. Oteafy et al. in [15]. The work [15] defines the possibilities of utilizing the existing
frameworks and strategies from wireless sensor networks. Though, this work formulated the
foundation of the research, the deficiencies identified in this work is the designed networks are
highly generalized and cannot be extended to the modern day demands from IoT networks. Soon
the demand for specified routing strategies are identified and Q. Le et al. in [9] have proposed
the enhanced routing strategies for WSN matching with the demands of IoT networks. The
shortcoming from this proposed algorithm was the missing component of balancing load. This
shortcoming was restructured by the C. Petrioli et al. in [17].

With the initiations by C. Petrioli et al. [17], the newer challenges are identified, and multiple
parallel research outcomes are also demonstrated. The work by J. Guo et al. [6] for managing
the large-scale network and the work by H. Y. Kim et al. [8] for increasing the life time of the
network have demonstrated significant improvements over the existing situations.

Yet another challenge of the present IoT networks is the IoT nodes are deployed for various
purposes and must collected information from various sources, in various formats and in various
time durations. Hence, managing the load for higher to lower data ranges is obviously a challenge
and must be addressed. The work of S. M. A. Oteafy et al. [14] demonstrates the possibilities
for self-adaptive or self-adjusting algorithm for balancing loads. The IoT frameworks are based
on the standard network protocols and the standard network stack, thus for balancing loads, the
capabilities can be utilized. This ideology was proposed by Di Marco et al. in [4] for managing
the loads using the network stack functionalities.

During the routing of the data, load balancing being the prime concern, the energy efficiency
is also an important factor. With the improvements of the routing algorithms, it is been observed
that, the higher complexities of the routing algorithms are pooling a lot of energy for execution.
The energy consumptions must be reduced in order to increase the life span of the IoT network.S.
A. Alvi et al. in [2] proposes a guideline for framing the routing algorithms following the green
computing policies.

Hence, with different recommendations from various researchers on various aspects of IoT
frameworks, there was a significant demand to summarize concrete guidelines for IoT design,
deployment and managements. The recommendations were well summarized by M. Wu et al. in
their work [19].

In spite of number of several prominent outcomes from the research community on IoT,
it was a great difficulty to influence the practitioners to use the IoT frameworks as the initial
implementations are costly for changing into a newer dimension. After the work of D. Evans et [5]
explaining the benefits of using IoT networks for various demands, a high amount of adaptations
was observed. Within few months, the demand for IoT implementation was increased to a greater
extend. Naturally, the research community was interested to find the details of implementation
as to what extend the innovations were helping the practitioners. The survey on the findings
was reported timely by L. Mainetti et al. in [12].

The report by L. Mainetti et al. [12] have uncovered a newer research problem for the research
community. The IoT network frameworks were designrf to sustain for shorter period and cannot
be maintained for a longer duration. Thus, the practitioners have raised a serious concern about
the stability of the networks as further improvements or implementation can increase the cost
to a greater extend. The solution to this problem was proposed by S. A. Karthikey et al. [7] for
making the IoT networks fault tolerant and cost effective.

Further, the resource management schemes are also to be made economical. Many of the
parallel research attempts have demonstrated the best use of economic planner to drive the
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resource management as demonstrated by T. Menouer et al. [13]
Building a resource clusters on cloud for IoT based networks also proven to be significant

for load optimization as suggested by R. Peinl et al. in [16]. Nevertheless, these strategies
are primarily applicable for private cloud setups, hence these strategies are criticised by a larger
research community. The moderated strategy parallel to this is proposed by C. C. Tarek Menouer
et al. [18] to overcome the challenges of isolated cloud. Further the work of C.C. Tarek Menouer
et al. [18] is enhanced by Keqin Li et al. [10] by using the Multiple Heterogeneous Servers
specialized for edge computing.

The working models of these proposed strategies are numerous as one of the most popular
deployment is described by Yue Xu et al. in [20] for traffic management and prediction based on
the proposed framework by Longjiang Li et al. in [11].

Nonetheless, the demands and purposes for the IoT networks have came a long way from
the initial research outcomes. The present IoT networks are utilized for higher and higher
capacitive situations. The data collected by the network nodes have also grown in volume and
the applications handling the data must also be scaled. Hence, the practitioners have started
utilizing the benefits from cloud computing. The research outcomes from the cloud computing
have proposed a good number of solutions to balance the load for cloud specific applications
handling the data from the cloud services. Nevertheless, the algorithms are not designed and
not suitable for handling applications dealing with IoT data.

Henceforth, this work proposes a novel framework for balancing loads for cloud integrated
IoT framework. The novel algorithm is elaborated in the next section of this work.

5 IoT cloud integrated load balancing algorithm

The proposed framework deploys an algorithm for migrating the highly loaded virtual ma-
chine to a lesser loaded destination physical host. The proposed algorithm utilizes 4 major
properties of virtual machines handling IoT node data as CPU utilization, Power consumption
or the energy, memory utilization and finally the SLA violation due to the overload.

Cloud stack adjusting is the way toward disseminating remaining tasks at hand and register-
ing assets in a cloud processing condition. Load adjusting enables ventures to oversee application
or remaining task at hand requests by dispensing assets among various PCs, systems or servers.
Cloud stack adjusting includes facilitating the circulation of outstanding burden traffic and re-
quests that live over the Internet. The algorithm is furnished here.

From the understanding of the parallel research outcomes, it is natural to realise that most of
the load balancing algorithms have failed in justifying the IoT network load balancing demands
as all the parameters involved in analysing the load of any virtual machine were given equal
weightage. In the contradiction, this work proposes a novel weightage metric to justify the IoT
load balancing demands as studied in the previous sections of this work.

Considering the limited power and processing capabilities of any IoT node in the network,
this algorithm improves the energy efficiency and the processing capabilities to a greater extend.
Also, the loading balancing process time complexity is reduced significantly.

The working capabilities of the proposed ESBL algorithm with existing IoT framework is
elaborated in the next section of this work.

6 Proposed framework for cloud integrated IOT load balancing

In this section of work, the proposed framework to balance load for cloud integrated IoT
network is elaborated. The proposed ESBL algorithm can get embedded in the IoT function
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Algorithm 1 Energy sensitive for balancing load algorithm (ESBL)
1: Initialize the IoT network routing table
2: Initialize all nodes
3: Accumulate the data from the IoT nodes into Cloud
4: Instantiate the Virtual machines
5: Analyse the present load as VM[i]
6: For each virtual machine
7: a. Calculate CPU utilization as CPUV[i]
8: b. Calculate power consumption as PowerV[i]
9: c. Calculate Memory utilization as MemV[i]

10: d. Calculate SLA violation as SlaV[i]
11: For each VM[i]
12: a. calculate the LoadV[i] = (CpuV[i] * 0.4) + (PowerV[i] * 0.1) +(MemV[i] * 0.3) + (SlaV[i]

* 0.2)
13: For LoadV
14: a. IF LoadV [i] > LoadV [j]
15: b. HighVM ← LoadV [i]
16: c. LowVM ← LoadV [j]
17: SourceVM ← HighVM
18: DestinationVM ← LowVM
19: CalculateVMShutDown
20: CalculateEnergyV ← PowerV [DestinationVM ]
21: MigrateVM [DestinationVM ]

process. The proposed modified framework is elaborated in Figure 3.
In the initial phase of the network operations, the network components must be started and

generate the beacon signal as part of the initial bootstrap process. The IoT involves extend-
ing Internet connectivity beyond standard devices, such as desktops, laptops, smart phones and
tablets, to any range of traditionally dumb or non-internet-enabled physical devices and every-
day objects. Embedded with technology, these devices can communicate and interact over the
Internet, and they can be remotely monitored and controlled. All the devices associated with
the network must be up and running in this initial phase of the framework and the framework
is also responsible for assuring connectivity between the components.

In the next phase of the framework, the network routing table must be updated to ensure
the appropriate data migration to the cloud. A routing table uses a similar thought that one
does when utilizing a guide in bundle conveyance. At whatever point a hub needs to send
information to another hub on a system, it should initially realize where to send it. If the hub
can’t straightforwardly associate with the goal hub, it needs to send it through different hubs
along an appropriate course to the goal hub. Most hubs don’t Endeavor to make sense of which
course may work; rather, a hub will send an IP bundle to an entryway in the LAN, which at that
point chooses how to course the "bundle" of information to the right goal. Every door should
monitor which approach to convey different bundles of information, and for this, it utilizes a
routing table. A routing table is a database which monitors ways, like a guide, and uses these
to figure out which approach to forward traffic. Entry ways can likewise share the substance of
their routing table with different hubs asking for that data.

Furthermore, the network controller using this framework must migrate all the data collected
by the network to be migrated to the cloud hosts. The applications running on the cloud hosts
shall use these data for further purposes.
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Figure 3: Proposed cloud integrated IoT application load balancing process flow

Table 1: Initial experimental setup

Algorithm Name No. of hosts Number of VMs Total simulation time(sec)
IQR MMT 50 100 86400
IQR MU 50 100 86400
LR MMT 50 100 86400
LR MU 50 100 86400
MAD MMT 50 100 86400
MAD MU 50 100 86400
THR MMT 50 100 86400
THR MU 50 100 86400
ESLB 50 100 86400

Once the applications are up and running, the ESBL algorithm, will identify the heavily
loaded source VM host instance and less loaded destination physical host. Finally, after the
identification of source and destination nodes, the migration happens.

The framework continues to collect data from the IoT network and performs the load bal-
ancing strategies as and when imbalanced nodes are identified.

7 Results and discussions

The results obtained from the proposed algorithm and the cloud integrated framework are
highly satisfactory. The obtained results are furnished in this section of the work and discussed
further.

The results obtained from the proposed framework is analysed in few different parts as load
analysis of the IoT network before and after the migration, Initial virtual machine setups, Energy
consumption, Number of node shutdowns and finally Execution time of the total load balancing
time. During the analysis of the results, the results obtained from the proposed algorithm is also
compared with other parallel research algorithms for cloud-based load balancing.

7.1 Initial virtual machine setups

Firstly, the initial virtual machine setups are discussed in this section. All the algorithms,
proposed and comparable, are tested under a similar situation. The initial setup is discussed in
Table 1.
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Figure 4: Initial setup comparisons

Table 2: Energy consumption analysis

Algorithm Name Energy Consumption
(KWh

IQR MMT 47.85
IQR MU 49.32
LR MMT 35.37
LR MU 35.38
MAD MMT 45.61
MAD MU 47.36
THR MMT 41.81
THR MU 44.08
ESLB 36.81

The detailed of the comparative algorithms are discussed in the further section of this work.
The results are also visualized graphically in Figure 4.

7.2 Energy consumption

Secondly, the energy consumption by the virtual machines depend on the energy consump-
tion for running the applications on the virtual machines and the load balancing. The calculation
of the energy or power consumption is calculated for the complete virtual structure of the net-
work, where all the virtual machines are included. This strategy helps in realizing the effective
utilization of the power.

The load balancing algorithms are intended to reduce the load on one single physical instance
or a specific virtual machine to reduce the power consumption. The power consumption of the
proposed algorithm is analysed and compared with the other parallel standard load balancing
algorithms [Table 2]. The results ate visualized graphically in Figure 5.

It is natural to understand that the overall energy consumption of the virtual network
for IoT application and data management is significantly less compared to the other standard
applications.
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Figure 5: Energy consumption analysis

Table 3: Number of node (physical hosts) shutdowns

Algorithm Name Number of node
shutdowns

IQR MMT 1549
IQR MU 1622
LR MMT 806
LR MU 816
MAD MMT 1528
MAD MU 1632
THR MMT 1424
THR MU 1578
ESLB 795

7.3 Number of physical hosts shutdowns

Thirdly, the number of physical hosts during the idle phase tend to shutdown if for a longer
duration no load is been assigned. Hence, the poorest load balancing algorithm will have max-
imum number of host shutdowns. The Physical hosts shutdown analysis is furnished in Table
3.

The results are been analysed graphically in Figure 6.
It is natural to realize that, the proposed algorithm is demonstrating much lesser hosts

shutdowns, which clearly signifies that the utilization of the available resources is significantly
high compared with the other algorithms.

7.4 Load balancing execution time

Fourthly, the load balancing algorithm time complexity is analysed. The code responsible for
balancing the loads are also deployed on the same physical host instances and buy out the time
required to run, or time required for application to respond. The time complexity is analysed in
Table 4.

The results are been analyzed graphically in Figure 7.
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Figure 6: Host N node shutdown analysis

Table 4: Load balancing execution time

Algorithm Name Execution time (Sec)
IQR MMT 0.002510
IQR MU 0.003100
LR MMT 0.001680
LR MU 0.001530
MAD MMT 0.003310
MAD MU 0.014710
THR MMT 0.001330
THR MU 0.001600
ESLB 0.001560

Figure 7: Execution time analysis
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Figure 8: Initial insanitation of the network

7.5 IoT network performance

Finally, the performance of any IoT network can be measured by analysing the responsive-
ness of the network. During a network performance improvement process, if the response time
or the number of response requests in the same time increases, then it is natural to accept that
the performance of the network has improved.

The network is observed during the routing phases and some of the scenarios are furnished
in Figures 8 – 10.

The performance comparison of the configured IoT network is analysed in Table 5.

Table 5: Load balancing effects on IoT network

Source Node Number of Connect
Requests

Average Response with
ESBL

Average Response
without ESBL

1 491 2.063 1.941
2 390 2.086 1.921
3 297 2.092 1.916
4 398 2.187 1.843
5 971 2.093 1.915
6 393 2.015 1.985
7 291 2.109 1.902
8 491 2.098 1.911
9 285 2.192 1.839
10 395 2.147 1.872

The improvement is visualized graphically in Figure 11.
It is natural to observe that the response time have significantly improved without compro-
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Figure 9: Routing at time instance T1

Figure 10: Routing at time instance T2
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Figure 11: Response time improvement analysis

mising the processing capabilities and energy efficiently.
In the next section of the work, the comparative analysis is carried out.

8 Comparative analysis

To realize the benefits or improvements obtained from any proposed algorithm or framework
can be understood by comparing the results with parallel or standard research outcomes. Hence
in this section of the work, the comparative analysis is carried out [Tab. 6].

From the comprehension of the parallel research results, it is normal to understand that
the vast majority of the heap adjusting calculations have flopped in advocating the IoT organize
load adjusting requests as every one of the parameters associated with examining the heap of any
virtual machine were given equivalent weight age. In the logical inconsistency, this work proposes
a novel weight age metric to legitimize the IoT load adjusting requests as concentrated in the
past areas of this work. Considering the constrained power and handling capacities of any IoT
hub in the system, this calculation improves the vitality effectiveness and the preparing abilities
to a more noteworthy expand. Likewise, the stacking adjusting process time multifaceted nature
is decreased altogether.

Table 6: Comparative analysis

Name Selection Policy Allocation Policy Comparison ESLB

Energy consumption Number of node
shutdowns

Execution
Time

IQR MMT Minimum Migration
Time Inter Quartile Range Improved Improved Improved

IQR MU Minimum Utilization Inter Quartile Range Improved Improved Improved

LR MMT Minimum Migration
Time Local Regression Not Improved Improved Improved

LR MU Minimum Utilization Local Regression Not Improved Improved Not Improved

MAD MMT Minimum Migration
Time

Median Absolute
Deviation Improved Improved Improved

MAD MU Minimum Utilization Median Absolute
Deviation Improved Improved Improved

THR MMT Minimum Migration
Time Static Threshold Improved Improved Not Improved

THR MU Minimum Utilization Static Threshold Improved Improved Improved

Hence, it is natural to realize that the proposed algorithm has outperformed most of the
parallel research outcomes.
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9 Conclusions

The increasing demand for higher complex data processing applications for managing IoT
network data make motivated the application and network designer to push the application on
to the cloud computing environment. Considering less dependencies of services and platform
from the cloud service models, the major need is consisting of only infrastructure from the cloud
service type offerings. With this decision of utilizing the benefits of infra as a service, the demand
for balancing the loads on cloud computing is also unavoidable. Observing the parallel standard
load balancing strategies, this work identifies that the existing algorithms are not designed to
match the demands of IoT networks. Hence this work proposes a novel algorithm for balancing
loads for cloud integrated IoT frameworks utilizing the characteristics of loads such as CPU
utilization, memory utilization, energy consumption, SLA non-violation and equal distribution
of the virtual machines with equal distributions of application loads on virtual machines. The
algorithm demonstrates significant improvements over standard algorithms and also improves
the IoT network response time by 60.

Bibliography

[1] Ahanger, T.A. (2018). Defense Scheme to Protect IoT from Cyber Attacks using AI Princi-
ples, International Journal of Computers Communications & Control, 13(6), 915–926, 2018.

[2] Alvi, S. A.; Shah, G. A.; Mahmood, W. (2015). Energy efficient green routing protocol
for internet of multimedia things, 2015 IEEE Tenth International Conference on Intelligent
Sensors, Sensor Networks and Information Processing (ISSNIP), IEEE, 1–6, 2015.

[3] Balakrishna, G.; Rao, M. N. (2019). Study report on using iot agriculture farm monitoring.
Innovations in Computer Science and Engineering, Springer, 483–491, 2019.

[4] Di Marco, P.; Athanasiou, G.; Mekikis, P.-V.; Fischione, C. (2016). Mac-aware routing
metrics for the internet of things, Computer Communications 74, 77–86, 2016.

[5] Evans, D. (2011). The internet of things: How the next evolution of the internet is changing
everything, CISCO white paper 1–11, 2011.

[6] Guo, J.; Orlik, P.; Zhang, J.; Ishibashi, K. (2014). Reliable routing in large scale wireless sen-
sor networks, 14 Sixth International Conference on Ubiquitous and Future Networks,IEEE,
99–104, 2014.

[7] Karthikeya, S. A.; Vijeth, J.; Murthy, C.S.R. (2016). Leveraging solution-specifc gateways
for cost-effective and fault-tolerant iot networking, IEEE Wireless Communications and
Networking Conference, 1–6, 2016.

[8] Kim, H.-Y. (2015). An effective load balancing scheme maximizes the lifetime in wireless
sensor networks, 5th International Conference on IT Convergence and Security (IC-ITCS)
1–3, 2015.

[9] Le, Q.; Ngo-Quynh, T.; Magedanz, T. (2014). Rpl-based multipath routing protocols for
internet of things on wireless sensor networks, International Conference on Advanced Tech-
nologies for Communications (ATC 2014), 424–429, 2014.

[10] Li, K. (2019). Computation Offloading Strategy Optimization with Multiple Heterogeneous
Servers in Mobile Edge Computing, IEEE Transactions on Sustainable Computing, 1-1,
2019.



474 G. Balakrishna, M.N. Rao

[11] Li, L.; Zhou, H.; Xiong, S. X.; Yang, J.; Mao, Y. (2019). Compound model of task arrivals
and load-aware offloading for vehicular mobile edge computing networks, IEEE Access, 7,
26631–26640, 2019.

[12] Mainetti, L.; Patrono, L.; Vilei, A. (2011). Evolution of wireless sensor networks towards
the internet of things: A survey, SoftCOM 2011, 19th international conference on software,
telecommunications and computer networks,IEEE, 1–6, 2011.

[13] Menouer, T.; Cerin, C. (2017). Scheduling and resource management allocation system
combined with an economic model, 2017 IEEE International Symposium on Parallel and
Distributed Processing with Applications, 807–813, 2017.

[14] Oteafy, S. M.; Al-Turjman, F. M.; Hassanein, H. S. (2012). Pruned adaptive routing
in the heterogeneous internet of things, In 2012 IEEE Global Communications Confer-
ence(GLOBECOM), IEEE, 214–219, 2012.

[15] Oteafy, S. M. and Hassanein, H. S. Towards a global iot: Resource re-utilization in wsns.
In 2012 international conference on computing, networking and communications (ICNC),
IEEE pages 617–622.

[16] Peinl, R.; Holzschuher, F.; Pfitzer, F. (2016). Docker cluster management for the cloud-
survey results and own solution, Journal of Grid Computing, 265–282, 2016.

[17] Petrioli, C.; Nati, M.; Casari, P. et al. (2013). Alba-r: Load-balancing geographic routing
around connectivity holes in wireless sensor networks, IEEE Transactions on Parallel and
Distributed Systems, 25(3), 529–539, 2013.

[18] Tarek Menouer, C.C.; Leclercq, E. (2018). New multi-objectives scheduling strategies in
docker swarmkit. In International Conference on Algorithms and Architectures for Parallel
Processing, Springer, 103–117, 2018.

[19] Wu, M.; Lu, T.-J.; Ling, F.-Y. et al. (2010). Research on the architecture of internet of
things, 2010 3rd International Conference on Advanced Computer Theory and Engineering
(ICACTE), IEEE, 5, 484–487, 2010.

[20] Xu, Y.; Yin, F.; Xu, W. et al. (2019). Wireless Traffic Prediction with Scalable Gaus-
sian Process: Framework, Algorithms, and Verification, IEEE Journal on Selected Areas in
Communications, 37(6), 1291–1306, 2019.



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, e-ISSN 1841-9844, 14(4), 475-488, August 2019.

Facial Expression Decoding based on fMRI Brain Signal

B. Cao, Y. Liang, S. Yoshida, R. Guan

Benchun Cao
1. Zhuhai Laboratory of Key Laboratory of Symbol Computation and Knowledge
Engineering of Ministry of Education, Zhuhai College of Jilin University
Zhuhai, 519041, China
2. Key Laboratory of Symbol Computation and Knowledge Engineering of Ministry of
Education, College of Computer Science and Technology,
Jilin University, Changchun, 130012, China
caobc15@mails.jlu.edu.cn

Yanchun Liang
1. Zhuhai Laboratory of Key Laboratory of Symbol Computation and Knowledge
Engineering of Ministry of Education, Zhuhai College of Jilin University
Zhuhai, 519041, China
2. Key Laboratory of Symbol Computation and Knowledge Engineering of Ministry of
Education, College of Computer Science and Technology,
Jilin University, Changchun, 130012, China
ycliang@jlu.edu.cn

Shinichi Yoshida
School of Information, Kochi University of Technology,
Kochi 782-8502, Japan
yoshida.shinichi@kochi-tech.ac.jp

Renchu Guan*
1. Zhuhai Laboratory of Key Laboratory of Symbol Computation and Knowledge
Engineering of Ministry of Education, Zhuhai College of Jilin University
Zhuhai, 519041, China
2. Key Laboratory of Symbol Computation and Knowledge Engineering of Ministry of
Education, College of Computer Science and Technology,
Jilin University, Changchun, 130012, China
*Corresponding author: guanrenchu@jlu.edu.cn

Abstract: The analysis of facial expressions is a hot topic in brain-computer in-
terface research. To determine the facial expressions of the subjects under the cor-
responding stimulation, we analyze the fMRI images acquired by the Magnetic Res-
onance. There are six kinds of facial expressions: "anger", "disgust", "sadness",
"happiness", "joy" and "surprise". We demonstrate that brain decoding is achiev-
able through the parsing of two facial expressions ("anger" and "joy"). Support
vector machine and extreme learning machine are selected to classify these expres-
sions based on time series features. Experimental results show that the classification
performance of the extreme learning machine algorithm is better than support vector
machine. Among the eight participants in the trials, the classification accuracy of
three subjects reached 70-80%, and the remaining five subjects also achieved accu-
racy of 50-60%. Therefore, we can conclude that the brain decoding can be used to
help analyzing human facial expressions.
Keywords: Brain-computer interface, machine learning, extreme learning machine,
fMRI, image processing.
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1 Introduction

Brain is the control center of the entire body. It is of great importance and is an indispensable
part of us. The brain-computer interface as one of the state-of-the-art issues in the field of science
has attracted more and more attentions. If we can judge people’s specific behaviors by analyzing
the brain, we can understand the brain better [11]. Functional magnetic resonance imaging
(fMRI) is a popular technique for studying brain in recent years [11, 18]. It can scan the brain
to obtain images and shows the area of the voxel that is activated in the brain when the subject
is stimulated by outside stimulus. Through the voxels we can determine which behaviors that
the subject was doing are activated in the brain. Medical image processing is a hot issue in
the image recognition field. More and more researchers have already invested into the study
of medical image processing [12]. Using computers to help people identify medical images can
reduce people’s errors caused by overwork and improve the accuracy of judgment [12].

Recently, the problem of brain decoding has attracted broad attention. The facial expres-
sions decoding is the main research direction for brain decoding. In daily human interactions,
facial expression is one of the most intuitive feelings for humans to communicate. It is crucial for
us to understand others’ emotions. If the brain activity corresponding to the facial expression can
be retrieved, this information can be used to analyze facial expressions. This can be achieved by
Brain Computer Interface (BCI), which is a technique to obtain the internal signal of the brain
through an external device connected to the brain [16]. At present, electroencephalogram (EEG)
and functional magnetic resonance imaging (fMRI) have successfully completed the acquisition
of non-invasive signals of brain-computer interface systems [14]. The imaging principle of fMRI
is through the magnetic field inside of the machine to affects the activity of the human neuron.
The activity of the neuron changes the blood flow and blood oxygen, and fMRI is imaged by
measuring these changes. Because of its non-invasive and reproducible features, fMRI is a hot
topic for medical researchers and experts. Studies [7] have pointed that fMRI not only can inter-
pret simple movement instructions, but also can interpret complex advanced thinking activities
that are related to certain regions of the brain. Therefore, fMRI technology is more suitable for
decoding human facial expressions [6]. In particular, the research on the location of brain regions
has been widely used.

The brain information decoding technology refers to using fMRI and machine learning al-
gorithms to estimate the subject’s facial expressions under the stimulation of expression images
according to the acquired brain signals. However, low recognition accuracy is a major problem
in brain information decoding, which has limited this technology’s fast spreading. The main task
of this paper is to extract the brain image features that have been stimulated to show different
states through the fMRI brain images analysis with higher classification accuracy. Comparing
with the time series, we find out different stimulus labels corresponding to different brain image
features.

The remainder of this paper is organized as follows. Section 2 introduces the fundamental
concepts of related algorithms. Section 3 elaborates the data parsing process of fMRI data.
Section 4 presents the specific implementation process of the experiment and the analysis of
related experimental results. Finally, the conclusion is drawn in Section 5.

2 Related theory

To better understand our model, this section gives a detailed introduction and explanation
about all the related algorithms including cross validation, support vector machine algorithm,
extreme learning machine algorithm and brain decoding. For each algorithm, this section specifies
its principles and implementation steps.
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2.1 Cross validation algorithm

Cross-validation is an algorithm used to evaluate the performance of classifiers [1]. Its main
idea is to divide data sets into training sets and verification sets. Training sets are mainly used to
train classifiers and verification sets are used to verify the classification performance. According
to the data partitioning, cross-validation methods are divided into three categories hold-out
method [2], k-fold cross validation method [15] and leave-one-out cross validation method [10].
The k-fold cross-validation method divides the original data set into k parts, which is divided
into k parts. Each of the k parts is used as verification set; the other k-1 parts are used as the
training set. We get k models and take the arithmetic average as the accuracy of the model. The
advantage of the k-fold cross-validation method is that the segmentation is reasonable so that
the data set can be fully utilized, the probability of occurrence of the under-fitting problem is
reduced and the training data is greatly increased, and the trained model can be more optimized.
Because k-fold cross-validation can effectively avoid over learning and less learning and the result
is convincing, we used k-fold cross-validation method.

2.2 Support Vector Machine

Support Vector Machine (SVM) is a very popular machine learning algorithm [17]. The
original support vector machine was specifically designed to solve the linear divisibility problem.
Introducing kernel functions, SVM can map low-dimensional data to high dimensions and solve
the linear indivisibility problems. The purpose of SVM is to generate a hyperplane that divides
the linearly separable data into two classes and make the point closest to this line as far away
as possible from the hyperplane. The interval which is called the geometric interval should be
as large as possible so that the data can be completely separated. We assume that the formula
for the linear segmentation plane is wT + b = 0.

The geometric interval can be obtained by solving the following optimization problem:

f(x) = Maxw,b
1

2
‖w‖2. (1)

Subject to : yi(wxi + b) ≥ 1

where the weight vector w and the offset value b represent the parameters of the classification
plane. For nonlinear classification problems, SVM cannot classify them in the low-dimensional
space and the kernel function solves this problem well. The kernel function can map the data from
the low dimension to high dimension. With kernel functions, SVM can be used to classify non-
linear problems. There are different types of kernel functions such as sigmoid kernel, Gaussian
kernel and tanh kernel.

2.3 Extreme Learning Machine

Extreme Learning Machine (ELM) is a neural network with a single hidden layer which
randomly initializes weights and do not need to adjust parameters during training [9]. The ELM
consists of three layers: the input layer, hidden layer, and output layer. The learning speed of
ELM is fast because ELM has only one single hidden layer. ELM initializes weights randomly
and there is no need to adjust offsets and weights in the training process.

Figure 1 shows a neural network with single hidden layer. If there are N groups input data
for the neural network, it can be expressed as

(xj , tj) (2)
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where
xj = [xj1,xj2, · · · ,xjn]T ∈ Rn

tj = [tj1, tj2, · · · , tjm]T ∈ Rm

we assume that the number of hidden nodes in the neural network is L.

Figure 1: Single hidden layer neural network

Then the neural network can be expressed as

L∑
i=1

βig(ωixj + bi) = oj , j = 1, 2, ..., N. (3)

where g(x) denotes the activation function of the hidden layer node,
ωi = [ωi1, ωi2, · · · , ωin]T denotes the input weight of the i-th node on the hidden layer, and bi
denotes the offset of the i-th node on the hidden layer,
βi = [βi1, βi2, · · · , βim]T represents the output weight of the i-th node of the hidden layer,
ωi · ωj indicates the inner product of the weights ωi and ωj .

The goal of training single hidden layer neural network is to minimize the error between the
output and the expected value of the network output layer min(

∑N
j=1‖oj − tj‖).

Hereinto,
L∑
i=1

βig(ωixj + bi) = tj , j = 1, 2, ..., N.

It can be expressed in the form of matrix

H · β = T (4)

where H represents the output matrix of the hidden layer node,
β represents the weight of the output of the hidden layer,
T represents the target output of the output layer:

H(ω1, ..., ωL, b1, ..., bL, x1, ..., xN ) =

 g(ω1 · x1 + b1) · · · g(ωL · x1 + bL)
...

. . .
...

g(ω1 · xN + b1) · · · g(ωL · xN + bL)

 (5)

β = [β1 · · ·βL]T (6)
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T = [t1 · · · tN]T. (7)

In order to optimize the neural network, we expect to obtain ŵl, b̂l and β̂l , making

‖H(ŵl, b̂l) · β −T‖ = minw,b,β‖H(ŵi, b̂i) · β −T‖ (8)

where i = 1, 2, · · · , L.
This is equivalent to minimizing the loss function:

E =

N∑
j=1

‖
L∑
i=1

βig(ωixj + bi)− tj‖2 (9)

For solving this kind of problem, the gradient descent method is often used to find the opti-
mal solution. However, using the gradient descent algorithm, we need to adjust the parameters of
all hidden layers based on expert experience or optimization algorithms. To avoid this problem,
we introduce extreme learning machine (ELM).

For ELM, it is no need to adjust the parameters and the offsets as long as the weights are
initialized. The training process can be summarized as: H ·β = T, and we can get output weight
β̂

β̂ = H+ ·T (10)

where H+ represents the generalized inverse matrix of matrix H. Huang et al. have proved that
the norm of the solution β̂ is not only smallest but unique [8].

2.4 Brain decoding

The flowchart of brain information decoding is shown in Figure 2. First, by giving stimulus
images and measuring brain activity data, the facial expressions of the subjects are recorded
according to the time series. Then, we extract the feature vectors under this stimulus according
to activated voxels. Finally, the obtained feature vectors are corresponding to the facial expres-
sions through the time series to form a feature vector and label input classifier for counting the
recognition accuracy.

Figure 2: Brain information decoding processes
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3 fMRI data analysis

For the preprocessing procedure, we use Statistical Parametric Mapping (SPM) [13] to
analyze the obtained fMRI images, personal parsing process and group parsing process. The
process of fMRI Data Analysis is shown in Figure 3.

Figure 3: fMRI data analysis process

3.1 Data preprocessing

Before analyzing the data of the brain image, we need to preprocess the brain data and
use the SPM software to complete the process. It mainly consists of four steps: Slice Timing,
Realignment, Normalize, and Smooth.

Slice Timing. During the collection of brain images, because we cannot scan the entire brain
image at a time, we scan brain in slice. In the process of scanning, there will be slight differences
in the acquisition time of each slice; therefore we need to correct time difference in the acquisition
slice to ensure that the acquisition time is the same for each slice. Slice timing is used to correct
the difference in time between the slice and the slice in the brain image.

Realignment. Although we fix the head of the subjects, some subjects still had slight head
shake during the experiment. The process of realignment is to unify all the head portraits of
the subjects in the entire test process, and the purpose is to correct head shake. Assuming that
subject’s brain shaking category is within an acceptable category, then we correct it by some
methods to make it close to the exact value, but if it is not in this category, we need to delete the
portrait. In general, the range of head movements we examined was that the translation does
not exceed 2.0 mm and the rotation does not exceed 2.0 degrees.

Normalization. Because different subjects have different brain sizes and shapes, we stan-
dardize the brain images of the subjects before carrying out the experiment in order to deal with
them in a unified way. We place the brain images of the subjects with differences in a common
space and use the same norms to describe the specific sites. For example, when there are multiple
experimental participants with different head shapes, if we want to make an experiment for them
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to select an area of the brain, we should develop a standard spatial brain template to achieve
accurate positioning.

Smooth. Since fMRI contains a large amount of noise, to minimize the impact of noise and
obtain images with less difference from the original data, we smooth the acquired image. In SPM
software, smoothing is the process of deconvoluting the acquired brain image using a Gaussian
function.

3.2 Statistical analysis process

Directly using the preprocessed data to data analysis will bring a lot of unnecessary problems.
To enable the entire experiment to be proceed smoothly, we divide the preprocessed data into
two areas, the interest region and other regions. In data analysis process, we extract feature
vectors directly from the regions of interest (ROI) [4]. In the statistical analysis process, a very
important statistical analysis model is used, namely the generalized linear model (GLM) [19].

GLM is an extension of the linear model. The independent variables should be continuous
values rather than discrete integers or data, and the relationship between the expected values of
the independent and dependent variables are linear. The independent variables of the generalized
linear model are not only limited to continuous numerical data, but discrete integers are also
satisfactory. The other difference is that we need to determine the connection function when
modeling GLM.

In simple terms, GLM is based on the assumption that the test result (represented by Y) at
each pixel is a linear combination of certain parameters X. These parameters are not only related
to the specific brain regions, but are related to the experimental task and the experimental time.
The matrix composed of these parameters is called the design matrix. It can be expressed as
Y = βX + ε where ε represents the error, we have changed the parameters of the solution after
the transformation through the GLM. We originally asked for a statistical analysis of the variable
Y, and now we are solving the parameter β.

We can get brain activation map by fitting statistics to β. The statistical inference procedure
for parameter β is as follows:

Step 1: Confirm the accuracy of design matrix X.
Step 2: The least squares method is used to fit the parameter β, and make the error sum∑N

i=1 ε
2 reach the minimum.

Step 3: Perform t-test or F-test on parameter β.
Step 4: According to t test or F test statistical results to infer parameters β.

4 Experiment and discussion

In our experiment, the fMRI image of the subject under stimulation was first obtained by
Magnetic Resonance. Then the fMRI image analysis software SPM was used to analyze the
fMRI images of different subjects stimulated by different expression images (anger and joy)
respectively. The activated brain voxel area was obtained under the corresponding stimulus.
This experiment allows participants to maintain a consistent facial expression and the stimulus
images they see. The voxel area that is activated by the time series corresponds to the stimuli
portrait. The obtained active voxel area was used as the feature vector and the facial expressions
of the subjects were used as labels, which are input into the classifier to evaluate the performance
of the algorithm.

Paul Ekman claims that there are six basic emotions in human emotion [5]. They are
"anger", "disgust", "sadness", "happiness", "joy", and "surprise". In our case, anger and joy
will be used to predict.
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4.1 Experimental data

There are 8 subjects participated in the experiment, where 5 were males and 3 were females.
All the subjects were from 21 to 22 years old and in good health to avoid the effects of gender
and age on the experimental results. The safety of the fMRI equipment was explained to the
subjects before the experiment and a confidentiality agreement on the experimental results was
signed. The stimuli used in this study are anger and joy images. To emphasize facial features,
the clothing and background of the stimuli are filled with gray to reduce the impact on the
experimental results.

In the experimental design, 216 seconds brain activity was imaged for each subject. Eight
brain scans were performed for each subject and 72 brain activity slices were obtained each time
during this process. To reduce bold signal, we show 3 black background scans between the stimuli
to stabilize the brain. The stimulating images randomly presented 64 facial portraits, including
32 "joy" facial expressions and 32 "angry" facial expressions. The specific form is shown in
Figure 4.

Figure 4: Brain scan time

This following step is mainly carried out through three steps. First, different facial expression
images were randomly presented to stimulate the subjects, and the subjects were asked to make
corresponding facial expressions with the images, mainly including two expression images of
anger and joy. Then the brain data of subjects was scanned by MRI to images. The obtained
brain images are analyzed using SPM to obtain useful information. Finally, the data obtained
by the experiment was input to the classifier.

4.2 Data preprocessing and analysis

The original image taken from the fMRI device is a DICOM format image. To use SPM
for data analysis, we need to convert the image to the desired analysis format. This experiment
uses the MRIConvert software to convert the image format. In the process of analyzing the
brain images of the subjects, we used SPM software to identify the brain activation voxels. The
personal analysis process is as follows: 1. Input preprocessed brain activity data into generalized
linear model (GLM). 2. Use the design matrix created to calculate the regression coefficient β of
the GLM model 3. Perform T-test on the subject’s brain image to determine which brain voxels
are activated 4. Analyze the brain regions of activated voxels belongs from the display image
(reference Brodmann region system [20]).

When the stimulus image is joy or anger, the analysis results for each subject’s fMRI image
are presented in Table 1 and Table 2, respectively. The pulse repetition time (TR) of the subjects
A, B, C, D was 3090ms, and E, F, G, H was 3480ms. The pulse repetition time refers to the
interval where the brain is scanned using an MRI.

The group analysis is to analyze the information collected by all subjects as a whole. In the
group analysis, the contrast file obtained by personal analysis of the subjects was used to analyze
the whole group of subjects. The results of eight subjects group analysis are shown in Figure 5.
When the stimulus image is "joy", the activated voxels are located in the lower parietal regions
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Table 1: Brain image analysis results on the stimulus of joy

Subject P value T value Activated Broadmann region
A 0.01 2.89 17-19,37,39
B 0.001 4.05 17-19,7
C 0.001 5.11 9-19,23-40,44-47
D 0.001 4.15 9-12
E 0.001 4.82 9-12
F 0.0001 9.51 17-19,37
G 0.001 3.70 9,46
H 0.001 4.00 9-12,23-27

Table 2: Brain image analysis results on the stimulus of anger

Subject P value T value Activated Broadmann region
A 0.01 3.02 9-12,17-19
B 0.001 4.11 17-19
C 0.001 4.04 37,20,21
D 0.001 4.34 7-16,20-22,39-47
E 0.001 5.92 9-12
F 0.0001 3.72 Lateral geniculate body, posterolateral nucleus
G 0.001 3.59 9,11-16.25-33,34-36,46,47
H 0.001 4.02 9-12,45-47

of the 40 and 41 regions of the Brodmann region, mainly related to perception, vision, reading
and language-functional area.

When the stimulus image is "angry", the significance level is set to p < 0.01. At this
time, the activated voxels are located in the inner and outer occipital regions of the 19 region
Brodmann area. This area is mainly visual, color vision, and movement–related areas. It can
be seen from the Figure 5 that amygdala is not completely activated. According to the relevant
analysis, as the amygdala is the brain part on the facial expression recognition [3] , the amygdala
of the test was only activated a little. Furthermore, we can see that the visual and other areas
are more fully activated.

Figure 5: Brain activity state (joy, anger) of group analysis
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4.3 Classification results comparison

According to the above discussion, we have already analyzed the fMRI image of the subject
through SPM software and obtained the feature vector. According to the time series record in
the experiment, we can associate the feature vector with the facial expression. Thus, a data
containing feature vector and feature label is generated. To achieve high recognition accuracy,
the selection of the classifiers is of great importance.

We classify the obtained data using SVM and ELM, respectively. In this comparison ex-
periment, the number of ELM hidden layer nodes is 1000 nodes and the Sigmoid function is the
activation function. And the C value of SVM is 0.5 and the Sigmoid function is selected as the
kernel function, we use the grid search algorithm to find the optimal super parameters for the
sigmoid function K(x, y) = tanh(γ · xt · y + g) in order to get the optimized SVM model. In
the parameter selection, we respectively let γ = (1, 2, 3, 4) and g = (0.2, 0.4, 0.6, 0.8). According
to the experimental results, we get that the function is optimal when γ = 2andg = 0.6. From
the results it can be found that no matter what the data obtained in the stimulation of the joy
images or anger images, the classification result of the ELM is better than SVM. Figure 6 shows
the comparison of the classification accuracy under the stimulation of the joy images. Figure 7
shows the comparison of the classification accuracy under the stimulation of the anger image.
Therefore, we use ELM to classify the obtained fMRI images.

Figure 6: Performance comparison of SVM and ELM for joy images stimulation

Because the number of hidden layer nodes and the selection of activation function in the ELM
directly affect the classification performance of the entire ELM, To pursue the highest accuracy,
we need to determine the optimize number of hidden layer nodes and activation function.

Figure 8 shows the effect of the active functions and the number of hidden nodes on the
classification accuracy of ELM for the joy images. From Figure 8 we can see that the overall
classification performance of the Sigmoid function is higher than the tanh function. Although
using 2500 hidden nodes, the former function is not good as tanh, it does not affect the overall
trend. Therefore, we use the Sigmoid function as the activation function of the classifier ELM.
From the curve of the Sigmoid function, we can see that the number of nodes in the hidden
layer ranges from 500 to 4000 and every 500 nodes are located in one interval. We can see that
the classification performance reaches the best when the number of nodes is 1000. Therefore,
the number of hidden layer nodes of the ELM classifier is chosen as 1000 nodes. In summary,
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Figure 7: Performance comparison of SVM and ELM for anger images stimulation

the amount of hidden layer nodes is 1000 and the Sigmoid function is selected as the activation
function.

4.4 Discussion

We use cross-validation to evaluate the classification performance of ELM. It not only enables
ELM to make more effective predictions, but also reduces the chance of overfitting. The k fold
cross-validation is used to evaluate the performance of the ELM. In our experiment, let k be 10,
that is, we divide the data into 10 groups and use 9 groups each time as the training set to train
the ELM, the other group as test set. The average accuracy of the ten groups of classification
is the classification accuracy of the classifier. In this experiment, the classification accuracy of
each subject is shown in Table 3.

Table 3: The accuracy of ELM on each subject data

Subject Classification accuracy(joy) Classification accuracy (anger)
A 55% 55%
B 80% 55%
C 60% 62%
D 53% 70%
E 88% 80%
F 60% 58%
G 68% 70%
H 55% 60%

Table 3 lists the classification accuracy of the brain images acquired by fMRI equipment from
the 8 subjects under the effect of cross-validation and ELM classifiers. It can be seen that the
accuracy of 3 subjects (subjects B, E, G) reached 70-80% and the remaining 5 subjects reached
50-60%. According to these results, it can be found that facial expressions can be analyzed by
analyzing fMRI brain images. Among these subject’s results, the accuracy of subject A is low,
and the reason for the low accuracy rate may be due to noise. It may also be caused by the
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Figure 8: Effect of the activation functions and the amount of hidden layer nodes

insensitivity of the subject to the stimulating image.

5 Conclusion

In this paper, the machine learning algorithm ELM is applied to the classification of fMRI
data. From the results of personal analysis, we can see that the accuracy of the recognition of 3
subjects (B, E, and G) in the 8 subjects reached 70-80%, and the accuracy of the remaining 5
subjects also reached 50-60%. It can be seen that using the brain image obtained by fMRI we
can analyze people’s facial expressions. From the results we can see that the activated voxels are
usually located in the brain regions with visual, ideological, and cognitive functions. This article
also provides the proof that we can analyze the facial expressions of the subjects by analyzing
the fMRI images. It should be pointed out that in the near future, the stimulatory images may
not be limited to still images. It is possible to study by using video to stimulate subjects and
then observe the experimental results.
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Abstract: Problems such as low recommendation precision and efficiency often exist
in traditional collaborative filtering because of the huge basic data volume. In order
to solve these problems, we proposed a new algorithm which combines collaborative
filtering and support vector machine (SVM). Different with traditional collaborative
filtering, we used SVM to classify commodities into positive and negative feedbacks.
Then we selected the commodities that have positive feedback to calculate the com-
prehensive grades of marks and comments. After that, we build SVM-based collab-
orative filtering algorithm. Experiments on Taobao data (a Chinese online shopping
website owned by Alibaba) showed that the algorithm has good recommendation
precision and recommendation efficiency, thus having certain practical value in the
E-commerce industry.
Keywords: recommendation precision, recommendation efficiency, support vector
machine (SVM), collaborative filtering.

1 Introduction

With the rapid development of the Internet and mobile Internet, the E-commerce industry
is booming with broad attention from all walks of life. According to Research Report on Market
Prospect and Invest Opportunity of E-commerce Industry in China from 2018 to 2023, the overall
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transaction scale of China’s E-commerce reached 24.1 trillion Yuan in 2017, an increase of 17.4%.
With the gradual improvement of the E-commerce industry, it is estimated that its transaction
scale will reach 28.4 trillion Yuan in 2018, a year-on-year increase of 17.8% [32]. The flourish of
the E-commerce industry has led to the explosion of different kinds of data. And the data, which
contain great value, are invisible assets for the E-commerce industry. However, not all data are
valuable, so users have to spend much time in extracting useful and specific information from a
vast amount of data.

With the increasingly booming information in the E-commerce industry and the extrac-
tion of valuable information, recommender systems emerge as the times demand – E-commerce
websites begin to solve the problem of "information overload" [3] through recommender sys-
tems. Commodity recommender systems can record user’s characteristic information and their
behavioral information such as purchasing and browsing. By analyzing the information obtained
from modeling of user’s preference, commodity resources that fit user’s potential demand or may
interest them will be extracted from the commodity information on E-commerce websites, and
then recommended to users. Collaborative filtering, with many advantages such as no need to
consider the content of recommendation item, offering novel recommendation, little disturbance
while browsing websites, as well as easy to achieve technically, becomes the basic algorithm of
recommender systems.

Traditional collaborative filtering has the limitations of recommending only on the basis of
single indicator — either user’s marks or comments. However, marks and comments should not
be studied separately, because inconsistency between marks and comments often exists in real
life. For example, a user may give a high mark for a commodity, but a dissatisfied comment
at the same time and people’s cognition on mark differs. Therefore, traditional collaborative
filtering is defective in terms of precision.

Nowadays, it is a research hotspot to combine two or several different methods to solve
practical problems to make up for the defects of traditional algorithm. For example, in [30] Zhao
et al. combined the lexicographic method and Pareto method to optimize the flight ground sup-
port capability of airport. Also, to extend the classical vehicle routing problem, they proposed
a time-dependent and bi-objective vehicle routing problem with time windows [29]. Therefore,
we pretend to combine SVM and collaborative filtering recommendation to improve the recom-
mendation efficiency and precision.

Before giving comprehensive grades, commodities are divided into positive-feedback com-
modities and negative-feedback commodities in the paper with SVM, namely commodities users
like and dislike. Collaborative filtering recommendation is only implemented on positive-feedback
commodities. The original data for recommendation reduce greatly due to the classification in
advance, so the improved collaborative filtering increases efficiency compared with the traditional
one. Finally, online data on Taobao are used to verify that the improved collaborative filtering
promotes recommendation precision and efficiency significantly.

2 Literature review

Collaborative filtering is most commonly used in recommender system. It was first proposed
by scholars such as Goldberg in 1992, and implemented in TaPestry — the experimental mail
system, enabling the system to extract user-interested and effective email list [6]. Mainstream
collaborative filtering today can be divided into user-based collaborative filtering and item-based
collaborative filtering. At present, collaborative filtering is the research focus in the academic
circle. As traditional collaborative filtering has drawbacks such as cold start, data sparsity and
poor extensibility, in order to come up with better solutions to these problems, scholars now
focus on the improvement of traditional collaborative filtering.
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For example, in [7] Guo et al. proposed a novel method called "Merge" to incorporate social
trust information, and supplement user preference by merging users’ trusted neighbor ratings.
In [8] Hu et al. integrated time information into collaborative filtering similarity measure in
collaborative filtering algorithm, and designed a hybrid personalized random walk algorithm;
Yong-ping Du et al. [5] proposed item-based RBM, and used deep and multilayer RBM network
structure to solve the problem of data sparsity; Sedhain et al. [20] generalized matrix algebra
framework, and they doesn’t need the target user’s data when the side information is available ;
Jian Wei et al. [25] put forward two models on the basis of a framework based on tight-coupling
collaborative filtering and the in-depth study into neural network; A. Murat Yagci et al. [26]
focused on frequent co-occurrence items and proposed SASCF to eliminate the cold start of the
system; Su Hongyi et al. [22] proposed a new algorithm involving time decay factor in the CF
algorithm, and deployed time weights on the MapReduce parallel computing framework ; Xiuju
Liu et al. [13] presented a new algorithm of CF-ISEGB, and took the influence sets of current
e-learning groups into consideration to effectively solve problems caused by sparse data sets.

Besides, recommendation precision and recommendation efficiency are also two important
indicators to assess collaborative filtering. Therefore, many scholars have improved the algorithm
by promoting its recommendation precision and efficiency. For example, Mehrbakhsh Nilashi et
al. [17] provided the probability of precise recommendation by considering users’ preference
in many aspects of the items, and introduced vague method to eliminate the uncertainty of
users’ preference. In [18] Mahdi Nasiri et al. promoted the predictive accuracy of collaborative
filtering by initialized factor matrix. Feng Zhang et al. [27] designed linear time algorithm
to calculate similarity, thus reducing the time of assessment. In [18] Zhongya Wang et al.
calculated PB-level data by parallel computing and proposed effective collaborative filtering
based on multi-GPU. Kasra Madadipouya in [14] added location factors to the traditional film
collaborative filtering, and improved the accuracy and the quality of recommendation in practical
application. Nicola Barbieri in [2] proved that basic probability framework is useful in the
generation of the recommendation list, and enhanced the accuracy of recommendation. In [10]
Gai Li et al. proposed a new model named PPMF by using RankRLS to solve the problem of low
recommendation accuracy and the high cost. With improved algorithms above, scholars have
promoted recommendation precision and efficiency. Therefore, it is of significance to improve
traditional recommendation algorithm from the perspectives of recommendation precision and
recommendation efficiency.

The collaborative filtering in the paper adopts the classification model of SVM. As an imple-
mentation method of statistical theory in practice, SVM maps input variable on high-dimensional
space by nonlinear mapping, then constrains questions through quadratic optimization and finds
out the optimal classification hyperplane, thus maximizing the distance between data and the
optimal classification hyperplane. The core concept is to reduce the error of classification to the
greatest extent. Many scholars at home and abroad use SVM classifier to classify some data and
establish prediction model. Huayu Li et al. separated data into positive and negative feedbacks
by a SVM-like task [11]. Uricar et al. in [23] made classification with SVM after figuring out
deep characteristic data represented by people’s facial expressions, thus predicting their age,
gender and smiles. In [15] Asha S. Manek et al. combined feature extraction with SVM and
made sentimental classification among online film reviews to predict the popularity of a film.
Anish Jindal et al. in [9] combined DT with SVM to precisely predict electricity theft, reducing
false alarms greatly. A.S. Ahmad et al. in [1] used the Least Square Support Vector Machine
(LSSVM) to forecast electrical energy consumption of buildings. In [21] Selakov et al. used the
combination of PSO and SVM to forecast short-term electrical load according to the significant
temperature variations. Dongwen Zhang et al. in [25] used SVM in sentimental classification to
extract the valuable information.



492 D. Chang, H.Y. Gui, R. Fan, Z.Z. Fan, J. Tian

As SVM can do well in predicting data, scholars at home and abroad combine it with
collaborative filtering to predict items or products users may like and then recommend them
to users. In order to solve the problem that recommender system is easy to be attacked by
shilling, Wei Zhou et al. in [31] combined SVM with TIA and used borderline SMOTE to relieve
class-imbalance, thus detecting shilling in the system. Lifang Ren et al. in [19] combined SVM
with collaborative filtering to improve prediction precision as far as possible, which meant that
SVM was used to filter out services users might dislike, and services listed on top N would
be recommended according to preference . Problems related to recommendation precision and
efficiency are generally caused by data missing, and scholars have proposed different solutions to
these problems. In [16] Mehrbakhsh Nilashi et al. made the SVM and multi-criteria collaborative
filtering (MC-CF) as a combination to improve the recommendation precision. Yeounoh Chung
et al. in [4] used the SVM to find personalized experts, then these experts will be recommended
to different users. In [12] Zhan Li et al. used multiple-kernel SVM to recommend new videos,
which can relieve the problems of data sparsity and item cold start . Therefore, SVM-based
collaborative filtering proposed in the paper is of significance in promoting recommendation
precision and efficiency.

3 SVM-based collaborative filtering

3.1 Commodity information acquisition

In order to verify the actual effect of improved collaborative filtering on E-commerce indus-
try, Python-based Scrapy is adopted in the paper to acquire online commodity information on
Taobao, mainly including commodity name, commodity information and user’s comments on it.
Commodities on Taobao are graded by a 5-star marking system, and in the paper, it is shifted
into a 5-point marking system. In addition, according to a huge amount of comments, Taobao
translates them into characteristic value of commodities by semantic analysis, such as good stuff,
fast logistics, etc. In the experiment, 3,4000 pieces of data are acquired and part of them are
demonstrated in Table 1.

3.2 SVM-based classification

The data set in the experiment mainly includes marks and characteristic values of com-
modities. A 2500-dimension vector set is built based on the data, and the characteristic value
which is nonexistent will be filled with 0. Suppose that data set of commodities on Taobao is
{(xi, yi) |i = 1, 2, ...n}; the data set of commodities available for recommending is{xi|i = 1, 2, ..., n}
; xj = (xj1, xj2, ..., xjk) and xi = (xi1, xi2, ..., xik) are characteristic attributes of set i and set
j; yiε {−1, 1} is the output type. yj = −1 means the commodity has negative feedback; yj = 1
means the commodity has positive feedback. SVM builds classification model with commod-
ity data set {(xj , yj) |j = 1, 2, ...n} to find optimal hyperplane g (x) = 〈w · x〉 + b = 0 . The
corresponding optimization of SVM in the experiment is:

max
α
L (w, b, α) =

n∑
j=1

αj −
1

2

n∑
j=1

αiαqyjyqK (xjxq) s.t.

n∑
j=1

yjαj = 0; 0 ≤ αj ≤ C (1)

k (·) is the radial basis function; optimal solution α∗j can be obtained by optimization in
formula (3-1) and thus figuring out the solution to the original question. w∗ =

∑n
j=1 α

∗
jyjxj .

Therefore, the classification decision function of optimal hyperplane definition can be expressed
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Table 1: Data of commodity information

No. Name Price Mark Characteristic Val-
ues

1 Vero Moda 2018
autumn new chic
knitwear

599 4.9 comfortable (179)
pretty (134) I like it
(85) I haven’t wear it
(59) good color (42)
standard size (39)

2 Lin Shi Mu Ye cloth
sofa bed

5960 4.9 skilled installation
(1394) not bad qual-
ity (888) fast logistics
(484) cost-effective
(363) high price/per-
formance ratio (104)
no color difference
(42) bad quality (6)

3 loose jeans for man in
fall and winter

468 4.8 great quality (6681)
comfortable (4132)
suitable size (2816)
good service (2585)
good to wear (2366)
cheap and fine (1996)
thin cloth (613)

4 NTMPBINS suitcase
with universal wheel

1658 4.8 good quality (721)
good service (273)
good style (270) fast
logistics (222) no
color difference (195)
smooth wheels (122)
fair quality (51)

5 excerpts from Histor-
ical Records with an-
notations

298 4.9 not bad (79) clear
printing (61) good
quality (54) cost-
effective (50) thick
paper (49) fast logis-
tics (40)

6 2018 autumn new
black dress with
paillettes and tassels

513 4.7 good quality (193)
beautiful (192)
brighten your skin
(192) soft cloth (153)
non-deformation
(135) new style (127)
fair quality (39)

as below:

f (x) = sgn (g (x)) = sgn

 n∑
j=1

α∗jyjk (xj , x) + b∗

 (2)
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According to formula (2), all commodities can be divided into two categories. When f (x) =
−1 , the commodity has negative feedback; when f (x) = +1 , the commodity has positive
feedback. Commodities fall into two categories through the classification of SVM. Then the data
representing users’ dislike are eliminated and only data representing users’ affection are reserved.

3.3 Comprehensive grade calculation

After the classification with SVM, the paper in this part will only make sentimental analysis
of commodities with positive feedback and obtain quantified sentimental intensity, and then
solve sentimental intensity after sentimental analysis and commodity marks with the method
of weighted average, finally obtaining comprehensive grades. Sentimental matching algorithm
is adopted to match commodity comments with the ontology base and work out corresponding
sentimental intensity. Steps for computing the sentimental intensity of commodity comments are
as follows: Firstly, normalize the word frequency of characteristic values in commodity comments
as showed in Table 2.

Table 2: Normalization of word frequency of commodity characteristic values

ID 1 2 3 4 5 6 7 8 9
Description good

stuff
good
ser-
vice

fast
logis-
tics

good
con-
tent

official
edi-
tion

good
pack-
aging

clear
print-
ing

high-
quality
paper

fair
qual-
ity

Word Fre-
quency

480 207 129 117 86 84 72 70 34

Normalization 0.3752 0.1618 0.1008 0.0914 0.0672 0.0656 0.0562 0.0547 0.0265

Next, use sentimental words matching algorithm to match commodity characteristic values
with ontology base to obtain sentimental intensity and polarity of the corresponding characteristic
value, and the formula to calculate the comprehensive sentimental intensity of a commodity’s
comments is:

intensity (fi) = K1P (wi1)T (wi1) + ...+KnP (win)T (win) (3)

wij represents sentimental words in commodity comments; P (wi1) and T (wi1) represent senti-
mental intensity and tendency of sentimental words respectively. When the polarity of wij = 1
, T (wi1) = 1. When the polarity of wij = 0 ,T (wi1) = 0. When the polarity of wij = 2,
T (wi1) = −1 . kn is the corresponding normalized value of the characteristic value n . Finally,
calculate the comprehensive grade of the commodity with formula (4) α = 5 ; gi is the mark of
the commodity:

CE = αfi + (1− α) gi (4)

3.4 Similarity calculation and recommendation

The data processed in Table 3 are saved in matrix R (U, I) . U represents the number of
users in the recommender system; I represents the number of items in the recommender system;
rij is the mark of item Ij given by user ui , representing users’ affection for the item.wij is the
similarity between item Ii and item Ij . Cosine similarity is adopted in the paper to measure the
similarity between users or items. It measures similarity by the included angle between vector
quantities.

As it does not take users’ different rating scales into consideration, the cosine similarity in
the modeling is improved by deducting users’ average mark ru. Similarity wij between item Ii
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Table 3: Example of comprehensive grade calculation-programming Python-from introduction
to practice

Comment good
stuff

good
ser-
vice

fast
logis-
tics

good
con-
tent

official
edi-
tion

good
pack-
aging

clear
print-
ing

high-
quality
pa-
per

fair
qual-
ity

Sentimental
Classifica-
tion

PH PH PA PH PH PH PH PH NN

Intensity 3 7 7 5 4 6 5 3 9
Polarity 1 1 1 1 1 1 1 1 2
Assistant
Sentimental
Classifica-
tion

0 0 PH 0 0 0 0 0 0

Intensity 0 0 3 0 0 0 0 0 0
Polarity 0 0 1 0 0 0 0 0 0
Frequency 0.3752 0.1618 0.1008 0.0914 0.0672 0.0656 0.0562 0.0574 0.0265
Sentimental
Mark

1.1256 0.1326 0.46368 0.457 0.2688 0.3936 0.281 0.1641 -0.477

comprehensive
sentimental
intensity

3.80938

and item Ij can be expressed as

wij =

∑
uεU(i,j)(rui − ru)(ruj − ru)√∑

uεU(i)(rui − ru)2
√∑

uεU(j)(ruj − ru)2

. (5)

Comprehensive grades of some commodities and users are firstly calculated with the formula in
(3), as showed in Table 4. Then the similarity between commodities is calculated according to
formula (5), and part of the results are demonstrated in Table 5.

Table 4: Comprehensive grades of some commodities

commodity|user user1 user2 user3 user4 user5
Python** 1 4.57 2.18 3.18 0.60 3.56
suit*** 2 3.35 1.88 0.00 4.58 4.92

children’s shoes**** 3 1.88 0.00 2.10 4.24 0.67
Anchor**** 4 0.00 1.50 3.94 0.00 1.38
nuts*** 5 1.16 2.96 1.58 4.14 4.85

SVM-based collaborative filtering obtains k nearest neighbors of the item to be recommended
by calculating the similarity between items, and then use item similarity and users’ records to
figure out the popularity grade of the item to be recommended by weighted calculation, finally
forming a recommendation list according to the rank of grades. User u’s grade on item Ij can
be expressed as:

Puj =
∑

IiεIu
⋂
S(Ij ,k)

wjirui (6)
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Table 5: Similarity between commodities

Similarity
Python**,suit*** -0.15

Python**,children’s shoes**** 0.29
Python**,Anchor**** -0.50
Python**,nuts*** 0.15

suit***,children’s shoes**** 0.21
suit***,Anchor**** -0.80
suit***,nuts*** 0.70

children’s shoes****,Anchor**** -0.28
children’s shoes****,nuts*** 0.02

Anchor****,nuts*** -0.26

Lu represents the set of items user u like in the records; S (Ij , k) represents the "k" item sets
that are most similar to Ij . SVM is used to build positive-feedback set and negative-feedback
set Li = {Li|rij = 1} is the positive-feedback set; DLi = {Li|rij = −1} is the negative-feedback
set; Bi = {Li|rij = 0} is the unselected set.

In SVM-based collaborative filtering, the training setX = {(xi, yi) |xiεLi
⋃
DLi, yiε {−1, 1}}

, test set TX = {txiεBi} .yiis the classification tag of xi; when xiεLi ;yi = 1 when xiεDLi,
yi = −1 . The main steps of SVM-based collaborative filtering are as follows: Initialization:
training set X = Φ, test set TX = Φ,

• use Pytho-based Scrapy to acquire commodity information on Taobao.

• use SVM to divide commodities into positive-feedback commodities and negative-feedback
commodities, and build training set X and test set TX .

• use training set X to train SVM classifier.

• use classifier to classify test set, filtering out negative items and reserving positive items.

• make weighted calculation of marks and comments of positive-feedback commodities to get
comprehensive grades.

• use f (x) to predict the popularity grades of the items, and rank them according to the
predicted grades, forming the final recommendation list.

4 Experiment results and analysis

4.1 Data preparation

The experiment adopts Python-based Scrapy to acquire data of online commodity informa-
tion on Taobao, which include 7 categories of commodities (clothing, books, appliances, digital
products, mobile phones, shoes and bags) and about 34,000 pieces of detailed comments. There
are 4000 pieces of data for each category, among which 2500 pieces are taken as the training set
and the rest are used for testing. Hardware : Thinkpad E445, 3.3GHZ, 4GB RAM.
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4.2 Assessment indicator

Predictive accuracy P represents the probability that the user may like an item in the
recommendation list, which can show the accuracy of the recommender system. The formula to
calculate predictive accuracy of recommender system is as follow:

P =
1

m

m∑
u=1

Pu =
1

m

m∑
u=1

|RLu
⋂
TLu|

N
(7)

Recall rate R represents the proportion of items users like in the recommendation list, which
can show users’ satisfaction degree with the recommendation results. The higher the recall rate
is, the higher satisfaction degree users have.

The formula to calculate the recall rate of recommender system is as follow:

R =
1

m

m∑
u=1

Ru =
1

m

m∑
u=1

|RLu
⋂
TLu|

TLu
(8)

F–Measure is used to assess the overall recommending performance of the algorithm.
A larger F-Measure means the stronger recommending ability of the algorithm. The formula

to calculate F-Measure of the recommender system is as follow:

F =
1

m

m∑
u=1

Fu =
1

m

m∑
u=1

2 ∗ Pu ∗Ru
Pu +Ru

(9)

RLu is user u’s recommendation item set; TLu is the set of items user u like in the test set; "U"
is the recommended item number; RLu = N . P , R and F are three main indicators to assess
the algorithm. A larger F factor means the stronger recommending ability of the algorithm.

4.3 Results and analysis

(1)Comparative analysis with traditional recommendation algorithm
For the fairness and objectivity of the experiment, data recommendation in the paper is

carried out according to traditional item-based recommendation algorithm and SVM-based col-
laborative filtering respectively, so as to compare the effect of recommendation. Traditional
item-based recommendation algorithm is on the basis of neighborhood k . In order to be fairer
and more objective, the recommended performance of algorithm with different neighborhood k
will be analyzed in this part to choose the optimal k value. Figure 1 is the recommended perfor-
mance of item-based recommendation algorithm with different k values. Three lines in the figure
represents predictive accuracy, recall rate and F-Measure with different k values. It can be seen
from the figure that the optimal recommended performance exists when k = 10 , so k = 10 is
selected in the subsequent experiment.

Figure 2, 3 and 4 represent the variation tendency of predictive accuracy P , recall rate R
and F-Measure of SVM-based collaborative filtering and traditional recommendation algorithm
respectively when the recommended item number N is different. It can be seen from the fig-
ures that when N < 20, predictive accuracy P , recall rate R and F-Measure of SVM-based
collaborative filtering are obviously better than those of traditional recommendation algorithm.
Therefore, SVM-based collaborative filtering has a big advantage over traditional recommenda-
tion algorithm when N < 20, especially when N = 5 .

In real situation of recommending, due to users’ limited time and energy, too much rec-
ommendation is meaningless to users, and will affect their shopping experience on the contrary.
Therefore, what should be considered is the situation when N is relatively small. When N < 15
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Figure 1: Recommended performance of item-based recommendation algorithm with different k
values

Figure 2: Predictive accuracy P of two models with different N values

, the recommended performance of SVM-based collaborative filtering is better than that of tradi-
tional recommendation algorithm, thus illustrating that when N is relatively small, SVM-based
collaborative filtering can achieve better recommended performance.

To compare the efficiency of the two algorithms, during the performance comparison of
traditional recommendation algorithm and SVM-based collaborative filtering in the paper, the
experiment is divided into training stage and predication stage, and then time consumption of
the algorithm in data set ML-100K is calculated respectively. Training time of traditional recom-
mendation algorithm and SVM-based collaborative filtering is 33.89 seconds and 11.23 seconds
respectively; test time of them is 250.01 seconds and 90.08 seconds respectively, thus demon-
strating SVM-based collaborative filtering is more efficient.

(2) Analysis of the recommended Performance of improved collaborative filtering
Table 6 and Figure 5 are the recommended performance of SVM-based collaborative filtering

Figure 3: Recall rate R of two models with different N values
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Figure 4: F-Measure of two models with different N values

with different N (number of different recommended items).

Table 6: Recommended performance of SVM-based collaborative filtering with different N

N (number of different recommended items) 5 10 15 20 25 30
F 0.2 0.24 0.25 0.255 0.25 0.24
R 0.14 0.22 0.255 0.3 0.34 0.36
P 0.34 0.28 0.245 0.225 0.2 0.16

Figure 5: Recommended performance of SVM-based collaborative filtering with different N

It can be seen from the table and figure that with the increase of N , predictive accuracy P
starts to decline and eventually levels off; recall rate R starts to increase dramatically; F-Measure
shows the trend of increasing first and then decreasing, and finally levels off. These phenomena
indicate that recommended performance does not always have a positive correlation with N .
Therefore, an appropriate N should be selected to improve the recommended performance of
SVM-based collaborative filtering. When N = 15 , F and P have relatively high values, which
demonstrates that the recommender system has the best effect at this point, and too many items
for recommendation will be a burden for users on the contrary. Therefore, the algorithm in the
paper has the optimal overall recommended performance when N = 15 .

5 Conclusion

The efficiency of recommending commodities to users in the E-commerce industry is decided
by the scale of recommended items and the performance of the recommendation algorithm. In
the paper, SVM is adopted at first to classify items, and then items users may dislike are filtered
out by negative-feedback information to reduce the scale of recommended items, which can not
only significantly increase recommendation efficiency, but also decrease the disturbance of these
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items on recommendation and promote recommendation precision. After figuring out positive-
feedback commodities, marks and comments are taken into consideration to obtain comprehensive
grades by weighted average, thus making it more objective and indirectly improving precision.
Finally, verification is conducted with the online data in the E-commerce industry. Therefore,
the algorithm is of certain practical value for the E-commerce industry. Further studies can be
carried out in the future with regard to how to further improve recommendation precision and
efficiency of the recommendation algorithm in the situation of more recommended items.
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Abstract: This paper attempts to solve the problems of uneven energy consump-
tion and premature death of nodes in the traditional routing algorithm of rechargeable
wireless sensor network in the ubiquitous power Internet of things. Under the applica-
tion environment of the UPIoT, a multipath routing algorithm and an opportunistic
routing algorithm were put forward to optimize the network energy and ensure the
success of information transmission. Inspired by the electromagnetic propagation
theory, the author constructed a charging model for a single node in the wireless
sensor network (WSN). On this basis, the network energy optimization problem was
transformed into the network lifecycle problem, considering the energy consumption
of wireless sensor nodes. Meanwhile, the traffic of each link was computed through
linear programming to guide the distribution of data traffic in the network. Finally,
an energy optimization algorithm was proposed based on opportunistic routing, in a
more realistic low power mode. The experimental results show that the two proposed
algorithms achieved better energy efficiency, network lifecycle and network reliability
than the shortest path routing (SPR) and the expected duty-cycled wakeups minimal
routing (EDC). The research findings provide a reference for the data transmission of
UPIoT nodes.
Keywords: Ubiquitous power Internet of Things (UPIoT), energy-balanced rout-
ing, rechargeable wireless rechargeable network (WSN), routing algorithm, low power
mode.

1 Introduction

During the "Two Sessions" (the annual sessions of China’s top legislature and top political
advisory body) in 2019, the State Grid Corporation of China (SGCC) promised to step up the
construction of strong smart grid and ubiquitous power Internet of Things (UPIoT) and act as a
hub, platform and sharer of energy information, turning itself into a world-class energy Internet
enterprise with global competitiveness. Before long, the SGCC confirmed that its most urgent
and critical task is to speed up the UPIoT construction, which requires overall planning and
deployment. As its name suggests, the UPIoT refers to the application of the IoT technique in
power systems. It is essentially a wireless sensor network (WSN) [15].

The WSN is a wireless network self-organized by numerous smart microsensor nodes, which
collaboratively send the monitored data to the sink node for further processing. In the WSN,
the safety, efficiency and speed of data transmission to the control center directly hinges on route
optimization [9, 20]. Many sensors are deployed in the UPIoT. Under harsh natural conditions,
the nodes in the rechargeable wireless sensor network (WSN) will enter the low power mode after
running out of energy, if they can only capture a limited amount of energy. In this case, the
operation time of network nodes depends on the energy-balancing effect of the routing strategy.
Therefore, it is particularly important to manage the energy efficiency of sensors.

The common routing protocols fall into two categories: planar routing and clustering rout-
ing. The planar routing protocols include flooding protocol, SPIN (Sensor Protocols for Infor-
mation via Negotiation) protocol, SAR (Synthetized Adaptive Routing) protocol, and directed

Copyright ©2019 CC BY-NC
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diffusion mechanism [4]. In general, planar routing protocols are not applicable to the UPIoT,
due to their fast energy consumption, slow response and high complexity. The typical clustering
routing protocols are the LEACH (Low Energy Adaptative Clustering Hierarchy) algorithm, the
TEEN (Threshold sensitive Energy Efficient sensor Network protocol) algorithm, and the PE-
GASIS (Power Efficient Gathering in Sensor Information Systems) algorithm [3, 16]. The latter
two algorithms were extended from the LEACH. Compared with planar routing protocols, the
clustering routing protocols feature low energy consumption, fast response and simple implemen-
tation. Unsurprisingly, this type of routing protocols has long been the research focus at home
and abroad. Below is a brief review of the studies on clustering routing protocols.

In [12] Lee at al. proposes an energy-optimization clustering algorithm based on multi-
ple factors, which introduces the fuzzy rule algorithm to cluster head selection, thus extending
the network lifecycle. Reference [13] designs an energy-balanced non-uniform clustering routing
algorithm, in which the cluster heads are selected by timer-based election. Reference [5] puts
forward an energy-balanced routing algorithm based on message importance; the algorithm in-
creases the success rate and reduces the delay of message delivery, as the route is determined
by the forwarding income of messages. Reference [1] improves the low-energy adaptive cluster-
ing and stratification algorithm into an energy-balanced clustering routing protocol capable of
adaptively adjust the cluster scale. Xia et al. in [19] proposed an energy equalization method
based on hybrid transmission to avoid energy holes in wireless sensor networks. Hybrid trans-
mission refers to the wireless transceivers of nodes in the network having different transmission
powers. In a data collection sensor network, a wireless sensor near a sink node will deplete en-
ergy more quickly by receiving more data from a remote sensing node, and proposes to increase
the transmission power of the distant node while probabilistically select the receiving node of
the transmission to reduce the communication load of the node closer to the sink, delay the
appearance of energy holes, and prolong the network life. The protocol ensure the balance of
network energy by creating clusters of different scales based on the distance to sink node, residual
energy and distribution density of network nodes, such that no low-energy node will be selected
as cluster head.

To sum up, the existing energy-balanced clustering routing protocols face the following
problems: the distributed algorithm in the protocols cannot converge to the global optimal
solution; the energy consumption of information reception is ignored when analyzing the energy
consumed in data transmission between network nodes; the routing algorithm searches for the
optimal path, overlooking the possibility of multipath routing.

In light of the above, this paper proposes a multi-path routing algorithm based on link traffic
distribution under the UPIoT. Specifically, the energy-balanced routing was achieved based on
the predictable energy supplement, and the opportunistic routing was adopted to tackle the time-
variation and loss of WSN channels. These measures, coupled with the natural load-balancing
feature of the WSN, ensure the balance of the energy consumption among WSN nodes. The
experimental results show that the proposed method can optimize the energy of rechargeable
WSN, and prolong the lifecycle of the entire WSN.

2 UPIoT overview

The UPIoT is a smart service system that connects all things and all links in the power
system, and supports effective human-machine interaction. This system can be implemented
conveniently and flexibly to sense all kinds of states and process information in an efficient
manner. The functions of the system are realized through modern information technologies like
the mobile Internet and artificial intelligence, and advanced communication technologies. In
fact, the UPIoT is an application of 5G (the 5th generation mobile networks) and the IoT in the
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power industry, linking up the human, machine and devices inside and outside the grid. As an
extension of the energy Internet, the system can serve users, grids, power generation companies,
governments and the entire society.

2.1 Construction principle

Unify standards and encourage innovation

Adhere to the unified data management, system construction must strictly follow the com-
pany’s unified sg-cim data model and data collection, definition, coding, application and other
standards, to ensure data sharing.

Adhere to the unified application interface, unified portal entrance, unified technology line,
to ensure the application of horizontal interconnection, longitudinal through; We will combine
top-level design with grassroots innovation, and encourage grassroots units to adapt measures
to local conditions and take the lead.

Inheritance and development, precise investment

What is missing on the existing basis, integration and improvement, get through the data,
avoid to scratch, find what you need and develop it, look for weak places and then strengthen it.

Technical and economic feasibility, vigorously promote; Pilot reserves that are technically
feasible but economically to be assessed. If the investment is large and the effect cannot be
seen in a short term, the demonstration will be limited in scope. Who to use, how to use, use
frequency as the principle of whether to set up the project, to ensure accurate investment. Saving
money is making money.

Intensive construction, sharing and co-construction

Coordinate the company’s internal construction results, avoid repeated investment and de-
velopment and pilot demonstration, promote the sharing and reuse of results, and give full play
to the intensive effect.

All business terminals should fully consider the needs of all other majors, and be equipped
with electrical side acquisition devices, communication resources, edge computing and data re-
sources for cross-professional reuse, so as to promote the co–construction and sharing of all
majors.

We will strengthen external cooperation in mature technologies, coordinate internal and
external resources to advance them efficiently and ensure high-quality development.

Economic and practical, focusing on value

The key to the construction of ubiquitous power Internet of things is application. Full
consideration should be given to practicality, economy and convenience of grassroots application.
Only by working hard on practicality and practical effect can practical effect be achieved, so as
to make front-line personnel better and more willing to use.

2.2 Specific content of construction

Build a comprehensive service platform for smart energy

With high-quality power grid services as the cornerstone and the entrance, we will make full
use of the massive user resource advantages of state grid corporation to build a comprehensive
intelligent energy service platform covering the government, terminal customers and the upstream
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and downstream of the industrial chain, and provide information docking, supply and demand
matching, transaction matching and other services to attract users for emerging businesses.
We will strengthen the building of common capacity centers for equipment monitoring, power
grid interaction, account management and customer service, empower power grid enterprises and
emerging business entities, and support the three-level smart energy service system for companies,
regions and parks.

(1) Drainage: Integrate the external service application entrance and supply and demand
information of various emerging businesses of state grid company, connect the energy efficiency
service sharing platform of headquarter level enterprises, provincial customer side energy service
platform, new energy big data platform, Internet of vehicles, photovoltaic cloud network, intelli-
gent energy control system and other systems, and give full play to the large-scale agglomeration
effect.

(2) Enabling: Integrating the common ability of state grid corporation for external services,
providing all kinds of emerging business subjects with unified sharing services of network connec-
tion, monitoring, metering, billing, trading, operation and maintenance and other platform-based
services.

Build an energy ecosystem

We should establish a standard system to support the interconnection of equipment, data
and services, establish a normal cooperation mechanism with well-known enterprises, universities
and scientific research institutions at home and abroad, integrate the upstream and downstream
industrial chains, reconstruct the external ecology, promote the aggregate growth of industries,
and create an energy Internet industrial ecosystem. We will build a national demonstration base
for entrepreneurship and innovation, establish a mechanism for incubating emerging industries,
serve small, medium and micro businesses, and actively foster new businesses, new formats and
new models.

(1) Establishment mechanism: Make use of the innovation and entrepreneurship platform,
give full play to the supporting service role of "collaborative sharing of needs, resource sharing,
crowdfunding and crowdsourcing", pool innovation achievements, improve the mechanism of
achievement transformation, and build the platform of achievement transformation.

(2) Promotion and transformation: Establish a special fund for achievement incubation,
select outstanding achievements with broad market prospects and potential for state grid corpo-
ration operation, strengthen technical cooperation and capital cooperation, promote the indus-
trialization of innovation achievements, and cultivate unicorn enterprises.

Cultivate and develop emerging businesses

Give full play to the SGC grid infrastructure, such as customers, data, brand unique advan-
tages of resources, foster and develop a comprehensive energy service, Internet finance, big data
operations, data inquiry, photovoltaic cloud network, three stand one, online financial supply
chain and virtual power plants, based on a new type of energy services, intelligent manufactur-
ing, chain block its core and the combination of 5G resources such as communication, tower
emerging business, such as commercial operation implement emerging business "flowers", as a
new major profit growth point of SGC:

(1) With the goal of serving the development of new energy industry, give full play to the
unique resource advantages of state grid corporation, build new energy big data service platform,
and carry out new business of new energy big data operation service.

(2) By collecting all kinds of data related to equipment operation, environmental resources,
weather and climate, load energy consumption and so on at the power generation side, power
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grid side and user side, we provide diversified services such as centralized equipment monitoring,
equipment health management and energy efficiency diagnosis for power generation enterprises
and comprehensive energy service providers.
Data sharing

Based on the unified data center and data model of the whole business, the data access trans-
formation and integration are comprehensively carried out, the data standards are unified, the
professional barriers are broken, and the data management system of the national network com-
pany is established. Create a data center, unified data call and service interface standards, and
achieve data application service. Construction of an enterprise-level master data management
system to support key tasks such as the transformation of multidimensional lean management
systems.

Develop big data applications such as customer portraits, develop digital products, provide
analytical services, and drive data operations:

(1) For the internal network of the company: To achieve equipment status warning, power
sales and load forecasting, new energy generation power forecasting applications, etc. , to improve
lean management.

(2) For the government industry: To achieve macroeconomic forecasting, energy conservation
and emission reduction policy formulation, industry climate index analysis, big data credit and
other services to support the government’s efficient and accurate decision-making.

(3) For external enterprises: To achieve enterprise energy optimization recommendations,
industry trend research, commercial location planning and other services to help enterprises save
money and increase efficiency.

(4) For customers who use electricity: To achieve home energy optimization advice, quality
service improvement and other services to enhance the sense of power users.

The UPIoT mainly consists of a sensing layer, a network layer, a platform layer, and an
application layer. Based on widely distributed sensors, the sensing layer collects data in all
stages of the grid, from generation, transmission, distribution to consumption, and conducts
preliminary data fusion and calculation. The network layer fully utilizes modern communication
technologies like 5G to set up a WSN that links up all data. The platform layer schedules the
facilities and processes the big data in the network, making preparations for application. The
application layer maintains the safe and stable operation of the grid and pursues an energy-
efficient, smart and integrated power network.

3 UPIoT energy optimization

3.1 Rechargeable WSN

In the UPIoT, the data streams are transmitted via the rechargeable WSN [8]. The pattern of
wireless charging determines the distance between the devices receiving and emitting the energy.
The transmission distances, charging efficiency, power, frequency varies with the wireless charging
patterns. This paper explores the charging mode based on radio waves. Capable of charging
devices several tens of meters away, this wireless charging mode is suitable for WSNs with a
large coverage. During wireless charging, the electromagnetic waves transmitted continuously
from the power transmitter gradually attenuates with the increase of propagation distance and
the change in the spatial environment. Thus, the author firstly examined the charging model of
a single node in the WSN.

According to the electromagnetic propagation theory, the relationship between the electro-
magnetic wave power P1 at any point in space and the transmitting power P0 of the electromag-
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netic wave transmitter can be established as:

P1 =
GP0(
λ

4πd

)2 (1)

where G is the combined gain of the receiving and transmitting antennas; d is the distance of the
receiving point from the transmitting source; λ is the wavelength of the electromagnetic wave.

A rechargeable WSN that periodically collects data mainly consists of wireless sensor nodes,
node links and power collection and transmission devices. Such a rechargeable WSN can be
described as G = (M,Z, P ), where M is the set of all wireless sensor nodes, Z is the set of all
node links and P is the set of power collection and transmission devices. M contains one sink
node that collects data and uploads them to the processor and M-1 regular nodes that receive
and transmit information. A node link exists between two wireless sensor nodes, if and only if
the two nodes are within the transmission range of each other. In this case, the two nodes are
called neighbors.

It is assumed that each wireless sensor node in the rechargeable WSN collects data at a
constant rate, and the acquisition rate of node j is rj . Let T be the lifecycle of the rechargeable
WSN. For each cycle t ∈ T , the transmitting power of P is a constant denoted as P fsj (t), with
j ∈ P . For node j, the energy consumed to send a unit of data to node k can be denoted as efsjk ,
and that consumed to receive a unit of data as ejsk . The total amount of data transmitted by all
wireless sensor nodes to the sink node via multiple paths can be denoted as qjk(t).

3.2 WSN opportunistic routing

Targeting unreliable networks, opportunistic routing increases network throughput through
fewer transmissions and lower energy consumption, using multiple nodes in the next hop that
may provide similar transmission quality [6,14]. The opportunistic routing is achieved in different
ways, depending on the specific medium access control (MAC) protocol. The key to this routing
method lies in the selection of candidate set. A candidate set is a set of candidate nodes, i. e. the
next hop nodes that are qualified by the algorithm to forward packets. In a wireless network, the
nodes in the candidate set for opportunistic routing are all selected from single-hop neighbors.
The main reason is that, in a highly dynamic wireless network, it is only possible to maintain
the accurate information of single-hop neighbors.

The topology of the candidate set for node S is shown in Figure 1, where the black box
stands for the size of the area centered on S. It can be seen that this area contains the neighbors
within two hops (h=2) from S: the first-hop neighbors include nodes A∼E and the second-hop
neighbors include nodes f∼k. Among the second-hop neighbors, nodes g, h, i and k can interact
with the nodes outside the area, and are thus called the exits of the area. Thus, the candidate set
of node S can be described as{g, h, i, k}. Meanwhile, the first-hop neighbors and the second-hop
neighbor that is not the exit of the area are service nodes for the candidate ones, and collectively
form the set of service nodes {A,B,C,D,E, f, j}.

If node S needs to forward data, the shortest path tree will be constructed directly from
the link state database for deterministic forwarding, if the destination falls in the said area; the
forwarding nodes will be selected by the priority and dynamic forwarding probability of candidate
nodes, if the destination falls outside the area.

Determine the priority of candidate nodes. For a candidate node, the lower the end-to-end
cost of reaching the destination node when it is selected, the higher the corresponding priority,
and the higher the corresponding forwarding probability. For example, for two candidate nodes,
if one is in the direction of the destination node and the other is in the opposite direction of
the destination node. Obviously, candidate nodes in the same direction have higher priority and
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Figure 1: Topology of an example on candidate set

forwarding probability, and even worse, candidate nodes in the opposite direction can set the
forwarding probability to zero. The cost corresponding to a candidate node includes two parts:
the near cost and the far cost. The distant cost refers to the end-to-end cost expected by the
candidate node to reach the destination node. According to link state database (LSDB), it is
easy to calculate the approximate cost corresponding to the optimal path to a candidate node.
The remote cost should be considered in two cases: if the destination node is located in the
region with the candidate node as the center, the corresponding remote cost of the optimal path
from the candidate node to the destination node can be obtained according to the LSDB of the
candidate node; If the destination node is not in the region centered on the candidate node,
considering the characteristics of opportunistic routing, this paper needs to consider the average
end-to-end cost of all potential paths from the candidate node to the destination node, and take
this as the remote cost of the candidate node.

Nodes have different forwarding probabilities under different conditions. For a particular
destination node, not all candidate nodes (referring to candidate nodes after loop avoidance)
have the opportunity to become the final forwarding node, because some candidate nodes will
forward the packet to the more expensive path. In this paper, the factor α (0 ≤ α ≤ 1) is used to
represent the proportion of candidate nodes with non-zero forwarding probabilities in the total
candidate nodes: α = 1 indicates that each candidate node has a non-zero forwarding probability
and has the opportunity to become the final forwarding node. In this case, the performance of
load balancing is the best; when α ≤ 1/NS (NS is the number of sending node S candidate
nodes), the opportunity route is degraded into a deterministic route, and the candidate node
with the least end-to-end cost is determined as the final forwarding node.
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4 Energy optimization model and routing algorithm for the UP-
IoT

4.1 Energy balance analysis and routing algorithm

For a WSN, it is assumed that each node i is charged by the same device at a time. To
ensure the energy sufficiency of node i in each cycle t, the node should select the device with the
highest charging power in each cycle. Let the distance between node i and the power transmitter
be di,r. Then, the charging power of node i in cycle t can be expressed as:

Pmax
i (t) = max

r∈R

 GPr(
λ

4πdir

)2

 (2)

According to the rechargeable WSN model, the data flow of a wireless sensor node i consists
of three parts: the data stream flowing into node i Qini (t), the data stream flowing out of node
i Qouti (t), and the data stream generated by node i itself eit. In a traffic-stable UPIoT network,
the final data will all enter the sink node. In this case, each node i in the network should satisfy:

Qini (t) + eit = Qouti (t) (3)

In other words, the traffic of network nodes is dynamically balanced. The data flow rate
can be expressed as: ∑

i,r∈Lk

qi,r(t) + ri =
∑
k∈Lk

qi,k(t) (4)

where Lk is the set of neighbor nodes that forward data for a randomly selected node in the
network.

Here, it is assumed that the wireless sensor nodes collect monitored data at a low frequency
and low power consumption. Without considering the power consumed by the nodes in data
acquisition, the energy consumption rate of node i in cycle t can be calculated by:

Vi = efsjk ·
∑
i,r∈Lk

qi,r(t) +
∑
k∈Lk

ejsk qi,k(t) (5)

It is also assumed that, the sum of the energy received by node i from the power transmitter
in cycle t (Ei(t)) and the remaining power of the battery in cycle t − 1 equals the energy
consumption of node i in cycle t, i. e. the total energy for data transmission and reception of
node i. Then, the operation time of node i in cycle t can be expressed as:

Ti(t) =
Ei(t) + Ei(t− 1)

Vi
=

Ei(t) + Pmax
i (t− 1) · tr

efsjk ·
∑

i,r∈Lk
qi,r(t) +

∑
k∈Lk

ejsk qi,k(t)
(6)

If Ti(t) ≥ t, then the battery has surplus energy in cycle t and can support node i to operate
beyond the cycle; otherwise, the energy received by node in cycle t, plus the remaining power
of the battery, cannot support the normal operation of node i through cycle t. The relationship
between Ti(t) and t determines the amount of remaining power of the battery for node i in
cycle t. An energy-balanced routing strategy must ensure that the remaining power of the
battery for node i is neither zero or above the maximum battery capacity in any cycle. In actual
application, it is possible in any cycle that the energy stored in a node is insufficient to support
data transmission and reception at the node, calling for the design of an energy-balanced routing
protocol. For any node with insufficient energy, the remaining energy in the previous cycle can
be regarded as zero.
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Definition 1 (Network lifecycle). The network lifecycle in cycle t refers to the operation time
of the rechargeable wireless sensor node which is shorter than that of any other node involving
in data monitoring and transmission.

The maximization of network lifecycle, i. e. the balancing network energy through traffic
distribution of each sensor node in each cycle t, can be described as:

max
qi,r(t)

{min
i∈M

Ti(t)} (7)

s.t. Ti(t) =
Ei(t) + Pmax

i (t− 1) · tr
efsjk ·

∑
i.r∈Lk

qi,r(t) +
∑
k∈Lk

ejsk qi,k(t)∑
i,r∈Lk

qi,r(t) + ri =
∑
k∈Lk

qi,k(t)

qi,r(t) ≥ 0

i, r, k ∈ N

where Ei(t) represents the energy received by node i from the power transmitting device at stage
t; Pmax

i represents the charging power of node i during time t; efsjk is the transmission energy
consumed by node j to transmit one unit of data packet to node k; ejsk is the received energy
consumed by j to receive one unit of data packets; qi,r(t) represents the data flow rate between
nodes.

In essence, the network lifecycle maximization is a max-min linear programming problem
for variable qi,r(t) under equal constraints.

This problem can be solved by the linear programming tool fminimax in the Matlab. In a
rechargeable WSN, if a node consumes energy in data transmission and reception faster than
it collects energy, then the node will die within a limited time; otherwise, the node energy
will always surpass the battery capacity, causing a great waste of the energy provided by the
charging device. The above calculation strikes a balance between the energy consumed in data
transmission and reception and the energy collected from radio waves, thus maximizing the
network lifecycle.

If applied to an actual network, the routing strategy with the global optimal energy balance,
which is obtained through the optimization of global information of the network, has a certain
impact on the energy consumption and lifecycle of the network [10, 11]. To further extend the
network lifecycle, it is of practical significance to optimize the energy of the UPIoT based on the
low power mode.

4.2 UPIoT energy optimization based on the low power mode

To further reduce the energy consumption and extend the lifecycle of the UPIoT sensor
network, the low power MAC protocol is often adopted to turn off the wireless transceiver
of inactive nodes, preventing unnecessary power consumption, that is, initiate the low power
mode [15,17].

Under this mode, the wireless sensor nodes can turn off the wireless communication module
in the idle period, and enter the sleep mode. Then, the nodes can only send and receive data
packet in the active state. The periodic sleep scheduling is an important aspect of the low power
mode. By this strategy, the nodes fall asleep and wake up periodically at the preset time. The
ratio of the sleep time to the scheduling cycle is called the duty ratio of the nodes in the low
power mode. In the case of a low duty ratio, it is extremely rare for all nodes to wake up at the
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same time. To successfully transmit a data packet, the sender needs to send the introduction
packet continuously until a receiver wakes up and confirms for its active state. If the sender only
selects one next hop node, then it has to wait for the next scheduling cycle to send the remaining
data packet after the end of the current active cycle of the receiving node.

In a sensor network with unreliable links, the sender must wait for several scheduling cycles,
pushing up the data transmission time [2, 18].

The opportunistic routing allows a sender to select a candidate set of neighbors to forward
data, rather than only a next hop node. In this way, it is possible to effectively shorten the waiting
time, and reduce the transmissions to successfully send a data packet. In this section, the author
attempted to optimize the network energy by setting up the candidate set of forwarding nodes for
each network node, when the routing strategy cannot achieve the optimal energy balance [7,10].

Suppose the sender needs to send a packet and consider multiple packets in the traffic
distribution policy. The forwarding nodes in the candidate nodes of the sender s can be ranked
as fs = {a1, a2, · · · , an} by their wake-up sequence. Let p1, p2, p3 · · · , pnbe the quality of the
sender s to each of the forwarding nodes. Then, the theoretical expected forwarding probability
of node i in the candidate set can be determined by:

P (i) =
i−1
Π
l=1

(1− pl)pi (8)

Equation (5) shows that the sender s fails to transmit data to any node in the candidate set
until to node i. Next, equation (7) can be transformed to the selection of the optimal candidate
set fi(t)of forwarding nodes for node i within a rechargeable WSN in each cycle:

max
fi(t)
{minTi(t)

i∈M
} (9)

s.t. Ti(t) =
Ei(t) + Pmax

i (t− 1) · tr
efsjk ·

∑
i.r∈Lk

qi,r(t) +
∑
k∈Lk

ejsk qi,k(t)∑
i,r∈Lk

qi,r(t) + ri =
∑
k∈Lk

qi,k(t)

qik(t) =
pik

fi∑
l=1

pil ·

( ∑
i,j∈fj

qij(t) + ri

)
i, r, k ∈ N

In equation (9), the traffic distribution depends on the following factors: the candidate set
selected by opportunistic routing, the wake-up time, and the expected traffic considering node
priority. The problem described by this equation can also be solved by the linear programming
tool fminimax in the Matlab.

5 Case analysis

5.1 Experimental setup

The energy optimization routing protocol was simulated on the Matlab, aiming to verify
its effects on common rechargeable WSN and low power rechargeable WSN. A total of n − 1
rechargeable WSN nodes were deployed randomly in an 800m ∗ 800m field, with the sink node
at the coordinates (0, 0). The unreliable links were simulated by the free space propagation loss
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model. For simplicity, the charging scenario was simulated as a one-to-one mode. The charging
device was placed at the height of 20m to supply energy to each node at a constant power. The
energies consumed to transmit and receive a unit of data were respectively assumed as ejsk = eR

and efs = eT + αdβ . In addition, the scheduling cycle and duty ratio of the nodes in the low
power mode were set as 2s and 60%, respectively. The specific simulation parameters are listed
in Table 1 below.

Table 1: Simulation parameters

Sign Definition Value
n Total number of network nodes 10, 30, 50 and 80
tsim Total simulation time 6h
α Amplification factor 80pJ · b−1 ·m−3

β Power index 4
∆t Cycle 1h
tr Charging time 0. 5h
r Sampling rate of WSN node 80B ·min−1

eR Energy consumption for receiving a unit
of data of WSN node

0. 0567 mJ

eT Energy consumption for transmitting a
unit of data of WSN node

0. 0233mJ

The proposed energy optimization (EOR) routing protocol is denoted as the EOR-L in the
low power mode. In the simulation, the EOR was compared with the shortest path routing
(SPR), and the EOR-L was contrasted with the expected duty-cycled wakeups minimal routing
(EDC). In the SPR, the energy balanced routing is realized by taking the shortest path to the
sink node based on the reciprocal of the ratio of the residual node energy to the rated battery
capacity. In the EDC, the candidate set with the shortest expected delay is selected under the
low power mode and opportunistic routing.

5.2 Evaluation standard

This paper uses the normalized network life cycle as the evaluation criterion to evaluate
the strategy of routing energy balance with network as the target. The normalized network life
cycle is defined as the ratio of the average working duration to the total period length of all
nodes in the network (excluding the charging cycle). Taking Figure 2 as an example for specific
explanation: node I in the first observation cycle [0, t] before a third charge of electricity from 0
to 1e, subsequent data transmission, forwarding operation, after t1 time consumption of energy,
finished the work ahead of time; In the second observation period, I obtained 3e energy and
consumed 3e − 0.7e energy. At the end of this period, there was still electricity left. Then the
normalized network life cycle of I in the first two cycles is (t1− t/3 + 2t/3)/(4t/3).

5.3 Simulation results and analysis

The energy optimization quality of each routing protocol was evaluated by normalized net-
work lifecycle (NNL), i. e. the ratio of the mean operation time of all network nodes to the
cycle. Figure 3 shows the variation of the NNL with the number of nodes in the EOR and the
SPR. It can be seen that the mean network lifecycle was shortened, as each node operated for



514 W. Hu, H.H. Li, W.H. Yao, Y.W. Hu

Figure 2: Battery energy cycle of node i

Figure 3: The variation of the NNL with the number of nodes

less time in each cycle, with the increase in the number of nodes. Both the EOR and the SPR
saw a gradual decline in the NNL. Comparatively, the EOR achieved better energy optimization
than the SPR. This is attributable to the fact that the EOR considers how the load distribution
of multiple forwarding nodes, rather than a single next hop node, on the network optimization.

Figure 4 presents the variation of the NNL with the number of nodes in the low power
mode. Similar to Figure 3, both the EOR-L and the EDC witnessed a declining trend in the
NNL with the growth in the number of nodes. The EOR-L, which focuses on energy optimization,
outperformed the EDC, which highlights time delay. Comparing Figures 3 and 4, it can be seen
that the EOR-L had a better NNL than the EOR. Generally speaking, the EOR is a multi-path
routing protocol, not an opportunistic protocol. By contrast, the EOR-L can enter the sleep
mode when there is no task, thus saving the energy consumed in idle state.

Under the same scenario, the EOR led to a longer network lifecycle than the EOR-L. There
are two possible reasons: our simulation only considers the energy consumed in data transmitting
and reception; the EOR owns more information than the EOR-L, because it optimizes network
energy using the global information of the network, while the latter adopts a distributed routing
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Figure 4: The variation of the NNL with the number of nodes in the low power mode

algorithm. Considering the complexity of the two algorithms, EOR uses a linear programming
algorithm with a polynomial level of time complexity n; EOR-L adds constraints on the forward-
ing candidate set based on the former, the search space is larger than EOR, but still n polynomial
level time complexity.

6 Conclusions

The UPIoT is the development trend of the energy industry and the priority of China’s
energy research. Under the UPIoT, the information transmission relies on the WSN containing
multiple sensors. The WSN involves widely distributed power devices, which may need to work
under harsh natural environment. For the energy-balanced routing of rechargeable WSN, this
paper puts forward a multi-path routing protocol for the normal mode and an opportunistic
routing protocol for the low power mode. Under the normal mode, the link traffic is planned
through global linear programming for each forwarding node, according to charging rate, remain-
ing battery power, and the energy consumed in data transmission and reception. Under the low
power mode, the WSN lifecycle is greatly extended under the framework of opportunistic rout-
ing. Finally, Matlab-based simulation shows that the proposed routing protocols can effectively
optimize network energy, reduce energy consumption of network nodes and enhance the network
reliability. Next, we will investigate the routing problem of rechargeable wireless sensor networks
in complex mobile scenarios.

Funding

This work is supported by the Humanities and Social Sciences Project of Chinese Ministry
of Education (Grant No. : 17YJCZH062).

Bibliography

[1] Asha, G.; Santhosh, R. (2019). Soft computing and trust-based self-organized hierarchical
energy balance routing protocol (TSHEB) in wireless sensor networks, Soft Computing,
23(8), 2537-2543, 2019.

[2] Awad, F.H. (2018). Optimization of relay node deployment for multisource multipath routing
in Wireless Multimedia Sensor Networks using Gaussian distribution, Computer Networks,
145, 96-106, 2018.



516 W. Hu, H.H. Li, W.H. Yao, Y.W. Hu

[3] Caria, M.; Jukan, A.; Hoffmann, M. (2016). SDN partitioning: A centralized control plane
for distributed routing protocols, IEEE Transactions on Network and Service Management,
13(3), 381-393, 2016.

[4] Chen, Y.; Xu, X.G.; Wang, Y. (2019). Wireless sensor network energy efficient coverage
method based on intelligent optimization algorithm, Discrete and continuous dynamical
systems-series, 12(4-5), 887-900, 2019.

[5] Chen, Z.G.; Yin, B.A.; Wu, J. (2018). Message of the importance of the opportunity to
network based energy equilibrium routing algorithm, Journal of communication, 39(12),
91-101, 2018.

[6] Chowdhury, S.; Giri, C. (2019). Energy and Network Balanced Distributed Clustering in
Wireless Sensor Network, Wireless Personal Communications, 105(3), 1083-1109, 2019.

[7] Ghazi, A.E.; Ahiod, B. (2018). Energy efficient teaching-learning-based optimization for the
discrete routing problem in wireless sensor networks, Applied Intelligence, 48(9), 2755-2769,
2018.

[8] Gu, Y.; He, T. (2011); Dynamic switching-based data forwarding for low-duty-cycle wireless
sensor networks, IEEE Transactions on Mobile Computing, 10(12), 1741-1754, 2011.

[9] Habib, M. (2019). Energy-Efficient algorithm for reliable routing of wireless sensor networks,
IEEE Transactions on Industrial Electronics, 66(7), 5567-5575, 2019.

[10] Jayanthi, N.; Valluvan, K.R. (2018). Bio-inspired optimization routing technique using
DNA sequencing algorithm for wireless sensor networks, Wireless Personal Communica-
tions, 101(4), 2365-2381, 2018.

[10] Khan, I.; Singh, D. (2018). Energy-balance node-selection algorithm for heterogeneous wire-
less sensor networks, Electronics Journal, 40(5), 604-612, 2018.

[11] Kulshrestha, J.; Mishra, M.K. (2018). Energy balanced data gathering approaches in wireless
sensor networks using mixed-hop communication, Computing, 100(10), 1033-1058, 2018.

[12] Lee, J.; Kao, T. (2016). An improved three-layer low-energy adaptive clustering hierarchy
for wireless sensor networks, IEEE Internet of Things Journal, 3(6), 951-958, 2016.

[13] Liu, C. (2015). Cluster head election strategy based on LEACH protocol in WSN routing
algorithm and research, Hangzhou university of electronic science and technology.

[15] Liu, X.T.; Chen, Z.P.; Huang, Y.Y. (2019). A non-uniform clustering routing algorithm
based on energy equilibrium, Microelectronics and computer, 36(2), 36-40, 2019.

[14] Liu, Y.; Wu, Y.; Chang, J. (2019). The diffusion clustering scheme and hybrid energy
balanced routing protocol (DCRP) in multi-hop wireless sensor networks, AD HOC and
Sensor Wireless Networks, 43(1-2), 33-56, 2019.

[15] Mittal, N. (2019). Moth flame optimization based energy efficient stable clustered routing
approach for wireless sensor networks, Wireless Personal Communications, 104(2): 677-694,
2019.

[16] Shalabi, M.; Anbar, M.; Wan, T.; Khasawneh, A. (2018). Variants of the low-energy adaptive
clustering hierarchy protocol: Survey, Issues and Challenges, Electronics, 7(8), 136, 2018.



Energy Optimization for WSN in Ubiquitous Power Internet of Things 517

[17] Sun, Z.; Wei, M.; Zhang, Z. (2019). Secure routing protocol based on multi-objective ant-
colony-optimization for wireless sensor networks, Applied Soft Computing, 77, 366-375, 2019.

[18] Tabibi, S.; Ghaffari, A. (2019). Energy-efficient routing mechanism for mobile sink in wireless
sensor networks using particle swarm optimization algorithm, Wireless Personal Communi-
cations, 104(1), 199-216, 2019.

[19] Xia, X.J.; Li, S.N.; Zhang, Y. (2015). Energy of mixed data transmission in one-dimensional
sensor network Equilibrium, Journal of Software, 26(8), 1983-2006, 2015.

[20] Xiao, K.; Wang, R.; Deng, H. (2019). Energy-aware scheduling for information fusion in
wireless sensor network surveillance, Information Fusion, 48, 95-106, 2019.



INTERNATIONAL JOURNAL OF COMPUTERS COMMUNICATIONS & CONTROL
ISSN 1841-9836, e-ISSN 1841-9844, 14(4), 518-529, August 2019.

Efficient Detection of Attacks in SIP Based VoIP Networks
using Linear l1-SVM Classifier

W. Nazih, Y. Hifny, W.S. Elkilani, T. Abdelkader, H.M. Faheem

Waleed Nazih*
1. College of Computer Engineering and Sciences, Prince Sattam Bin Abdulaziz University, KSA
2. Faculty of Computers and Information Sciences, Ain Shams University, Egypt
*Corresponding author: w.nazeeh@psau.edu.sa

Yasser Hifny
Faculty of Computers and Information, Helwan University, Egypt

Wail S. Elkilani
1. Faculty of Computers and Information Sciences, Ain Shams University, Egypt
2. College of Applied Computer Science, King Saud University, KSA

Tamer Abdelkader
Faculty of Computers and Information Sciences, Ain Shams University, Egypt

Hossam M. Faheem
Faculty of Computers and Information Sciences, Ain Shams University, Egypt

Abstract: The Session Initiation Protocol (SIP) is one of the most common protocols
that are used for signaling function in Voice over IP (VoIP) networks. The SIP
protocol is very popular because of its flexibility, simplicity, and easy implementation,
so it is a target of many attacks. In this paper, we propose a new system to detect
the Denial of Service (DoS) attacks (i.e. malformed message and invite flooding) and
Spam over Internet Telephony (SPIT) attack in the SIP based VoIP networks using
a linear Support Vector Machine with l1 regularization (i.e. l1-SVM) classifier. In
our approach, we project the SIP messages into a very high dimensional space using
string based n-gram features. Hence, a linear classifier is trained on the top of these
features. Our experimental results show that the proposed system detects malformed
message, invite flooding, and SPIT attacks with a high accuracy. In addition, the
proposed system outperformed other systems significantly in the detection speed.
Keywords: Machine learning, Support Vector Machines (SVMs), Session Initiation
Protocol (SIP), VoIP attacks.

1 Introduction

Voice over Internet Protocol (VoIP) is a technology that enables the user to make voice
or telephone calls over the Internet Protocol (IP) networks. Since the internet has been, and
continues to be a prominent form of communication, the VoIP services are going to be a promising
communication medium because of its low cost and added features. VoIP systems have two main
functions: signaling function and media transmission function.

The most popular protocols developed for the signaling function are the Session Initiation
Protocol (SIP) and H.323 protocol. SIP [19] is an application layer protocol to create, modify,
and terminate real-time sessions between participants over an IP based network. Although
H.323 protocol is more powerful [16], SIP is more popular because it is flexible, simple, easy to
implement, and is based on ASCII messages (not binary messages as in H.323).

SIP is vulnerable to many attacks [33]. DoS attacks (i.e. malformed message and invite
flooding) can disrupt the VoIP service partially or totally. In addition, SPIT attacks are usually

Copyright ©2019 CC BY-NC
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used for products advertisement, harassment of subscribers, or convincing VoIP users to dial
specific numbers. Recent statistics showed that spam calls result in huge man labor losses,
especially for small business enterprises in the U.S. [32].

In this paper, we developed a machine learning (ML) system that decreases VoIP-SIP attacks
using a linear SVM classifier. Our contributions are: (i) Introducing a novel approach for VoIP-
SIP attacks detection using a fast linear SVM classifier; (ii) Using l1 regularizer in the objective
function that leads to sparse solutions1; (iii) Comparing our results with the published state-of-
the art systems.

The rest of the paper is organized as follows. The next section introduces the related work,
with a focus on the ML approaches. In section 3, we describe the proposed approach to detect
VoIP-SIP attacks. Data is explained in section 4. Experimental setup is illustrated in section 5.
Finally, section 6 concludes the paper and discusses future work.

2 Related work

Decreasing VoIP attacks is a hot topic of research in the last few years. Hosseinpour et al. [9]
used a Finite State Machine (FSM) to extract parameters of the SIP traffic in normal conditions.
These parameters are used with fuzzy logic to detect DoS attacks. Tsiatsikas et al. [27] detected
DoS attacks which exploit the SIP message body. They built a Session Description Protocol
(SDP) parser using 100 rules, which achieved a high accuracy.

Machine learning (ML) is an artificial intelligence approach that creates a model to recog-
nize some patterns based on training examples. The ML task usually consists of three phases:
choosing a learning algorithm, training the algorithm using the training dataset, and evaluating
the algorithm performance by running it on another dataset (test-dataset). The detection of
VoIP-SIP attacks using ML methods is introduced in many research work. Nassar et al. [14]
extracted a set of 38 features from a slice of SIP messages, a SVM classifier decides if this vector
is anomaly or not and issues an event, the event correlator uses a set of rules and conditions to
filter the classifier events and generates alarms when necessary.

Akbar et al. [2] introduced Packet-based SIP Intrusion Protector (PbSIP) to prevent SIP
flooding attacks and SPIT. PbSIP contains a packet-based analyzer that uses a set of spatial and
temporal features to reduce the required processing and memory, features computation module,
and Naive Bayes and J48 classifiers. In addition, Asgharian et al. [3] introduced a set of 18
statistics features calculated from SIP headers. They used a SVM classifier to evaluate the
proposed features. Pougajendy et al. [17] used a subset of [3] features plus 2 new features, they
evaluated the proposed features using a SVM classifier.

Rieck et al. [18] converted the SIP message to a high-dimensional vector space using n-gram
tokens. They measured the Euclidean distance between a new message and a built model to
detect anomalous messages. Tang et al. [24] proposed a prevention and detection system of SIP
flooding attacks. They integrated a three-dimensional sketch design with the Hellinger Distance
(HD) technique.

In [23] Su et al. extracted 23 features to detect SPIT attacks using k-nearest neighbor
classifier. They added weight to each feature using a genetic algorithm. Vennila et al. [29]
introduced two phases model; a SVM classifier to classify the traffic into VoIP and non-VoIP,
and an entropy model to classify the VoIP traffic into flooding and non-flooding. Later, in [30]
they proposed another two phases model to detect SPIT callers, which used Markov Chain, and
incremental SVM classifier.

1By sparse solutions we mean that most of the parameters of the model are zeros.
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In [25] Tsiatsikas et al. proposed an offline system to detect Distributed DoS (DDoS) attacks,
they calculated the occurrence of 6 mandatory headers of SIP message, and implemented headers
anonymization using HMAC. They tried 5 classifiers to find the best false alarm rate. Later,
in [26] they proposed a real-time detection system and tried a group of DDoS scenarios.

Akbar et al. [1] used kernel tree analysis instead of features extraction, and a SVM clas-
sifier to detect malformed DDos attacks. In [21] Semerci et al. detected DDoS attacks using
a change-point method which detects the change of Mahalanobis distance between successive
feature vectors. If the change exceeds a threshold, the system labeled this as an attack. Kurt et
al. [12] extracted a set of features from SIP messages and server logs. A Hidden Markov Model
was used to relate these features to hidden variables, and a Bayesian multiple change model used
these variables as change point indicators to detect DDoS flooding attacks. Le et al. [13] built
a large data-set using a developed interface over a mobile application, which enables the user to
label the malicious calls. They started with 29 features and reduced them to 10 features. Many
machine learning models were tried (i.e. SVM and neural networks).

We observed a few issues in the developed systems described above. The feature extraction
methods based on hand-crafted features are not generic, and tuned for specific datasets and
attacks [3,14,23]. Hence, there is a need to develop a generic feature extraction method that is
suitable for many attacks. Besides, the classification approaches based on distance measures and
static threshold are not immune to noisy datasets [9, 29]. Moreover, the dual SVM methods are
known to be slow due to the kernel calculations [1, 17]. Furthermore, low detection accuracy in
general [21] or in case of low-rate attack [24] were observed. Lastly, rules-based systems require
deep knowledge of SIP and numerous manual work [27].

These drawbacks led to the need for a system to detect VoIP-SIP attacks with high detection
accuracy and a little processing time. To achieve this, we used the n-gram technique to extract
features from SIP messages, and linear l1-SVM to classify these messages into normal or attack.

3 Proposed approach

Detection of SIP attacks is formulated based on a ML approach. It consists of two steps.
The first step is to project the messages into a high-dimensional space since they are more likely
to be linearly separable than low-dimensional space [5], as illustrated in Figure 1. A method
based on extracting n-gram tokens from a SIP message is used to generate the high-dimensional
space. The second step is to use a linear SVM classifier with l1 regularization to detect the SIP
attacks. This classification algorithm optimizes the primal soft-margin objective function, and
it is much faster than optimizing the dual objective functions with kernels that were used in the
previous research [3, 14,17].

3.1 Features extraction

In order to classify the SIP messages into normal or attack, the SIP messages are converted
into numerical feature vectors. The features can be based on heuristics and domain knowledge
as in [3,23]. The disadvantage of this approach is that the generated features do not capture the
diversity of the SIP messages, and they are highly tuned for specific attacks. Alternatively, they
can be generated using a generic mathematical method like n-gram tokens as in [18]. The n-gram
methods are widely used in speech and language processing [11] and in the network intrusion
detection [31].

The SIP message is converted to a feature vector by moving a window of length n over the
message and extracting all sub-strings (n-gram tokens). The length of the feature vector equals
the number of unique n-grams in the training set. For each n-gram, we compute the number
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Figure 1: Moving to three-dimensional space, a nonlinear decision boundary for a two-dimensional classification
problem becomes linear

of its occurrences in the message and use it to set its value in the feature vector. Figure 2
summarizes the features extraction process (n=4).

Figure 2: A part of a SIP message, its n-grams, and the occurrences of n-grams in the message

Although the extraction of features based on n-gram tokens provides a generic and an
effective way for representing the SIP message, the length of the resulting feature vector is very
large, which slows down the detection speed in the classification process. To overcome this
problem, we set a cutoff hyper-parameter, and add to the feature vector the n-grams that exceed
the cutoff.

3.2 Linear l1-SVM classifier

Given a training set D that has m examples:

D = [(x1, y1), . . . , (xm, ym)], (1)
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where yi are either 1 or -1, each indicating the class to which the point xi belongs (i.e. normal or
attack). Each xi is a d-dimensional real vector (i.e. the unique numbers of n−gram tokens in the
training set). The soft-margin SVM classifier is computed by minimizing the primal objective
function given by:

J = minw

[
1

m

m∑
i=1

max (0, 1− yi(w · xi − b))

]
+ λ‖w‖2, (2)

where w is the vector of the parameters and max (0, 1− yi(w · xi − b)) is the hinge loss function.
The term ‖w‖2 is the l2 regularization penalty. The hyper-parameter λ is used to determine the
trade-off between increasing the margin-size and ensuring that the xi lie on the correct side of
the margin.

The l2 regularization penalty in Equation 2 does not lead to sparse solutions. The l1 = ‖w‖
regularizer or Lasso penalty is often used to increase the model sparseness since it can lead to
solutions that have some elements with zero values [8]. In the proposed system, regularization is
implemented by adding the l1 norm penalty term to the hinge loss criterion (i.e. linear l1-SVM
classifier):

J = minw

[
1

m

m∑
i=1

max (0, 1− yi(w · xi − b))

]
+ λ‖w‖, (3)

In real implementation of Equation 3, the hinge loss is weighted by C:

J = minw

[
C

m∑
i=1

max (0, 1− yi(w · xi − b))

]
+ ‖w‖, (4)

where the hyper-parameter C = 1
mλ .

The solution of this objective function can be used to classify new points z:

c = sgn(w · z − b) (5)

where c is the class identifier and b is a bias term.
The primal objective function in Equation 2 is commonly solved using a dual form with the

Lagrangian [4, 28]. The dual form is given by:

J = minα
m∑
i=1

αi −
1

2

m∑
i=1

m∑
j=1

yiαik(xi · xj)yjαj , (6)

subject to
m∑
i=1

αiyi = 0, and 0 ≤ αi ≤
1

2mλ
; for all i. (7)

where α are the parameters to optimize and k(xi ·xj) is a kernel function. Some common kernels
functions are: Polynomial (homogeneous): k(xi, xj) = (xi · xj)d , Gaussian radial basis function:
k(xi, xj) = exp(−γ‖xi−xj‖2), for γ > 0, and Hyperbolic tangent: k(xi, xj) = tanh(κxi · xj + c),
for some (not every) κ > 0 and c < 0. The new points z can be classified by computing:

c = sgn

([
m∑
i=1

αiyik(xi, z)

]
− b

)
, (8)

The main advantage of the dual form solution is producing a nonlinear classifier. However, it
is slow in training (i.e. O(m2)) and classification phases due to the usage of kernels [3,14,17]. On
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the other hand, the linear l1-SVM classifier optimizes the primal soft-margin objective function,
and is much faster than optimizing the dual objective functions with kernels.

The detection time is an important factor in the detection of attacks, and the dual form
classifiers (i.e. Equation 8) may not be suitable for this task. The linear l1-SVM classifier
detection in Equation 5 is relatively fast. Hence, our main classifier is based on the primal form
objective function solutions.

4 Data

To evaluate the proposed system, we need VoIP datasets. Unfortunately, real VoIP datasets
are not available because of privacy concerns, so we used two generated datasets.

The first dataset was produced by INRIA [15]. They used two SIP proxy servers (i.e.
Opensips and Asterisk), and VoIP attack tools to generate different scenarios of the invite flooding
and SPIT attacks. The test-bed consists of a PC that acts as a server, two PCs generate the
normal traffic using VoIP bots, and a PC that generates the attack messages. This dataset
contains about 266,450 SIP messages.

In addition, the SIP-Msg-Gen tool [7] was used to generate the second dataset. It is a syn-
thetic SIP message generator that generates normal SIP messages according to the SIP grammar
defined in the RFC 3261 [19], and malformed SIP messages according to the SIP test messages
defined in RFC 4475 [22]. The SIP-Msg-Gen tool can generate 14 different scenarios of the mal-
formed SIP messages. All of these scenarios were used in the dataset generation. This dataset
contains about 246,750 SIP messages.

For all experiments, we divided each dataset into three parts, 60% for training, 20% for
cross validation, and 20% for testing. The training dataset was used to build the classification
model. The cross validation dataset was used to tune the model hyper-parameters, and the test
dataset was used to evaluate the final detection accuracy of the model.

5 Experiments

In this section, we evaluated the proposed approach using INRIA and SIP-Msg-Gen datasets.
We projected the SIP messages into a high-dimensional space, and a linear l1-SVM classifier was
used for detection. In our proposed system we aim to achieve fast and high detection accuracy.
Hence, we turned our attention to the primal form SVMs with l1 regularization (i.e. linear
l1-SVM) to produce a sparse solution that will accelerate the detection process and decrease
the number of active features. We compared the primal form SVMs with the dual form SVMs
classifier. LibLinear [6] was used for the primal form l1-SVM experiments. It is an open source
library that solves large scale linear classification problems, and supports l1 and l2 regularizations.
In addition, the LibSVM toolkit [10] was sued for dual form SVM experiments. All experiments
are done in a machine with Intel Core i5 CPU, 3.2 GHz Quad-core and 8 GB RAM memory.

5.1 Evaluation

To evaluate the performance of our proposed model, we used F1 score [20]. It is the harmonic
average of the precision and recall that takes into account the false positives and false negatives.
The precision is the number of positive predictions divided by the total number of positive class
predicted:

Precision =
True Positive

True Positive + False Positive
, (9)
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and the recall is the number of positive predictions divided by number of positive class values.

Recall =
True Positive

True Positive + False Negative
. (10)

The F1 score is given by:

F1 = 2 ∗ Precision * Recall
Precision + Recall

(11)

where the precision and recall equally contributed into F1 score. The best F1 score is 1 and
the worst is 0. The F1 score is usually more useful than accuracy, especially in case of different
classes distribution.

The model sparseness was measured using the compression ratio (CR) criterion, given by

CR(C) =
#Param - #Pram(C)

#Param
(12)

where #Param is the number of features before the training process and #Pram(C) is the number
of features after the training process, and is a function of the C parameter.

The target of the proposed system is to maximize the detection accuracy and minimize the
required time for message classification. The average detection time Tdetection is computed as
follows:

Tdetection =
Features Extraction Time + Detection Time

# Messages in Test Dataset
(13)

where the features extraction time is the total time required to compute the features for all
messages in the test dataset and the detection time is the total time required to run the l1-SVM
classifier on the test dataset. The average train time Ttrain was computed using the same equation
but over the training dataset.

5.2 Results

The proposed classifier was trained using the training dataset and different values of the
hyper-parameter C were tried to achieve the best detection accuracy. The F1 score, Tdetection,
CR (C), and Ttrain were reported for these experiments.

Our first experiment was performed on INRIA dataset, the feature vectors were created
using n-gram with n=4 and cutoff=5. All n-grams that existed in the training dataset more
than 5 times are stored in the dictionary, the dictionary of INRIA dataset have 120,209 4-grams.
This dictionary was used to create feature vectors for the cross validation and the test datasets.
Then the primal form l1-SVM classifier was tried with different C values.

In the second experiment, we used SIP-Msg-Gen dataset with the same hyper-parameters
(n=4 and cutoff=5), and the dictionary has 290,166 4-grams. The size of this dictionary is bigger
than the INRIA dictionary because the malformed messages usually contain random content.

The F1 Score for INRIA and SIP-Msg-Gen datasets with different C values is shown in
figure 3. For INRIA dataset, the l1-primal SVM classifier achieved 100% detection accuracy at
C= 0.0039063 using only 37 features out of the 120,209 in 0.737 milliseconds average detection
time per message. For the SIP-Msg-Gen dataset, the 100% detection accuracy is achieved at C=
0.5 using 9,800 features out of the 290,166 features in 0.570 milliseconds.

Figure 4 shows the results of CR for INRIA and SIP-Msg-Gen datasets. Because a high
detection accuracy was achieved with a few number of features, the compression ratio for both
datasets is high. INRIA achived 99% compression ratio while SIP-Msg-Gen achieved 96% com-
pression ratio.
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Figure 3: F1 score for INRIA and SIP-Msg-Gen datasets

The SIP-Msg-Gen dataset contains malformed messages, which usually have random content
more than the invite flooding and SPIT messages in INRIA dataset. Hence, the l1-SVM primal
classifier needs more features with the SIP-Msg-Gen dataset to achieve high accuracy, and this
leads to the low compression ratio with this dataset compared with the INRIA dataset.

Figure 4: Compression ratio for INRIA and SIP-Msg-Gen datasets
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Moreover, we calculated the proposed system throughput in megabits per second (Mbps) to
measure the run-time performance. We achieved 2,700 Mbps using INRIA dataset, and 2,500
Mbps using SIP-Msg-Gen dataset which is considered a high throughput compared with previous
work such as [18].

One of the important constraints for any learning algorithm is its scalability. When dealing
with very large datasets, the dual form SVMs with kernels will be much slower than the primal
form SVMs in detection and training. Although a fast detection is important, the fast training
is also important especially in the case of the online adaption of the system.

Comparing between the dual form SVM with RBF kernel and the primal form SVM when
both of them achieved 100% detection accuracy is given in Table 1. The primal form training
time was about 17 times faster than the dual form using the INRIA dataset, and about 400
times faster with the SIP-Msg-Gen dataset. The detection time of the primal form was about 13
times faster than the dual form using the INRIA dataset, and about 100 times faster with the
SIP-Msg-Gen dataset. This dual form setup is similar to the one used in [3].

Table 1: Comparison between the training time and the detection time for the primal and the dual form SVMs

Dataset SVM Ttrain Tdetection
INRIA Primal 0.7445 ms 0.7370 ms
INRIA Dual-RBF 13.0130 ms 10.1331 ms
SIP-Msg-Gen Primal 0.5757 ms 0.5702 ms
SIP-Msg-Gen Dual-RBF 219.5450 ms 57.0270 ms

Finally, we compared our linear l1-SVM classifier to the state-of-the-art systems in Table
2. This comparison can only be considered as an indicator that the linear l1-SVM classifier
outperforms the other systems in terms of speed (detection time), because many factors such as
the hardware configuration and the test dataset are different.

Table 2: Comparison between linear l1-SVM and state-of-the-art systems.

Method Performance Tdetection Attacks
linear l1-SVM F1 100% 1

F1 100%
0.7370 ms
0.5702 ms

Flooding and SPIT
Malformed Msgs

Change Point [21] F1 88% 0.76 ±0.45 sec DDoS
Bayesian Change Point [12] F1 95% – DDoS
Markov Chain and SVM [30] Acc. 96.3% 15.145 ms SPIT
Dual SVM [3] Acc. 95-97% – Flooding
Sketch Design and
Hellinger Distance [24]

Acc. 88% 2

Acc. 100%
– Flooding

Dual SVM [17] Acc. 99.9% 0.057-0.384 sec Flooding
SDP Parser [27] Acc. 100% 17-60 ms Malformed Msgs
Dual SVM [1] Acc. 99.9% – (D)DoS

6 Conclusions

In this paper, we proposed a machine learning system to detect the attacks of SIP based VoIP
networks. The system projects the messages into a high-dimensional feature vector using n-gram

1F1 in the case of INRIA and SIP-Msg-Gen datasets respectively.
2Accuracy of low-rate and high-rate attack respectively.
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tokens. In addition, a linear classifier to detect the SIP attacks (i.e. l1-SVM classifier) is used
for classification. Our work considers the fact that optimizing the primal soft-margin objective
function is much faster than optimizing the dual objective function with kernels. Hence, we
avoid the main drawback of the traditional dual form SVMs. Using the INRIA and SIP-Msg-
Gen datasets, the proposed linear l1-SVM classifier achieved competitive detection results to the
other systems. Moreover, it is much faster than the state-of-the-art systems in the detection
speed. Future work may focus on capturing a real VoIP dataset from a site under many VoIP
attacks.
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Abstract: In this research, we compared the Round Robin (RR) and the Propor-
tional Fair (PF) algorithms for different user equipment density scenarios using voice
and video traffic, to evaluate the key impact on performance of 5G mmwave network.
This research simulated on NS3.27 with an integrated mmwave module. Based on the
result, we found that the RR is a good choice for voice traffic. It has a throughput of
3.65% better than PF with similar fairness index. On the other hand, we found that
the PF is the right choice for video traffic due to has better result for throughput. It
has a throughput of 1.24% better than RR. For fairness index round robin has better
result for voice and video traffic.
Keywords: Network simulation, 5G networks, scheduling algorithm, round robin,
proportional fair.

1 Introduction

Increase of internet users give challenge for Information and Technology (IT) industry espe-
cially service providers in order to provide high quality and low latency service quality. According
to the situation above, the telecommunications industry began to move to fifth generation tech-
nology (5G). Millimeter waves that have a frequency spectrum of 28 GHz - 30 GHz appear as a
central technology in fifth generation technology (5G), because of their potential with wide band-
width to achieve the large throughput required by future networks [20]. It has been proposed to
be an important part of the 5G network to provide multi-gigabit communication services [17].
Research about mmwave generally uses 28-30 GHz, free-license bands at 60 GHz, and E-bands
at 71-76 GHz, 81-86 GHz, and 92-95 GHz. [4]. Mid-infrared ELT Imaginer and Spectrograph
(METIS) 2020 provides requirements for 5G technology to have end-to-end (E2E) latency be-
low 10 ms, this cannot be achieved by previous technology [9]. A lot of developer have already
innovate not only on the physical layer, but also on several layers. Data allocation for small
packages on TDMA scheduling LTE systems is inefficient because the transmission process is
sent at fixed 1 ms Transmission Time Interval (TTI). Flexible TTI which has a flexible TDMA
structure has been proposed in the study [8]. The TTI variable system also has flexibility in
scheduling resources, which can handle the characteristics of various networks efficiently. The
concept of flexible TDMA is a solution, considering 5G has various types of services with very

Copyright ©2019 CC BY-NC



Performance Evaluation and Comparison of Scheduling
Algorithms on 5G Networks using Network Simulator 531

diverse traffic, ranging from applications, devices, and usage. According to all advantages, this
flexible scheme must be handled by the right scheduling algorithm. In this research, we analyzed
choice of the scheduler has a significant impact on performance of 5G mmwave network.

In this research, we analyzed choice of the scheduler has a significant impact on performance
of 5G mmWave network. The module to simulate scheduler algorithm that has been adapted
to the flexibe TTI concept has been done by [16] in Network simulator 3. All wireless network
protocols have similarities in terms of message scheduling [11].

This paper compare two scheduler algorithms and analyze performance parameters such
as delay, throughput, and fairness index. We simulate Round Robin (RR) and Proportional
Fair (PF) to find the best performing schedulers that are applied to flexible TTI schemes. We
analyze the effect of scheduler on network performance such as delay, throughput, and fairness
index. Round Robin (RR) is a scheduler that provides resources for users without considering
channel conditions. This is a simple procedure that provides fairness [14]. This algorithm works
by rotating the queue process. Each process has the same time allotment that is equal to time
quantum (q). If this quantum time runs out, the server will handle the next process. There is a
matrics to set user priorities for resource blocks. Expressed with matrix m with user i in resource
block k [5]. The value of the user metrics above compared with other user metrics during the
system. Users with the largest matrices will be served first.

mi,k = wi(t− Ti) (1)

Where notation on the (1) known as :
wi = priority value for every service for user i
t = current time
Ti = last time when user i was served

Proportional Fair algorithm has main purpose to balance between throughput and fairness
among all the users [1]. Different from the previous algorithm, this algorithm considers the chan-
nel conditions in the calculation of the matrics.Then the proportional fair algorithm calculates
based on the value of the average data rate and throughput in the previous metrics calculation.
There is a matrix to set user priorities for resource blocks. Expressed with matrix m with user i
in resource block k :

mi,k =
di,k(f)

Ri(f)
(2)

WithRi(f) is average throughput of user i computed in subframe f, and di,k(f) is Achieveable
throughput user k in m resource block and f subframe which is a Shannon expression for the
channel capacity as

di,k(f) = log b1 + SNRi,k(f)c (3)

2 Related work

In [17] research has been carried out stating that, with the increase in cellular data demand,
5G exploited the Internet a large number of variations in the millimeter wave (mmWave) band to
increase communication capacity. mmWave itself is suitable for 5G network devices, depending
on the communication characteristics of mmWave capable of overcoming system complexity and
design, interference management and spatial reuse, anti-blockage, and dynamics due to mobility.
The fundamental difference between mmWave communication and other communication systems,
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namely in terms of opposing high propagation, directivity, and sensitivity to blockages. The char-
acteristics of mmWave communication can be utilized as potential for mmWave communication,
including integrated design and systems, interference management, spatial reuse, anti-clogging,
and dynamic control. In [14] a TTI-based design analysis was conducted and focused on flexible
TTI-based designs, in terms of how well they utilized the allocated radio resources, and found
that flexible frame structures exceeded fixed structures in all traffic scenarios discussed, espe-
cially for small burst traffic. So it can be concluded that the flexible TTI scheme will be very
suitable to be applied on mmWave communication.

In [16] a research has been conducted on the implementation and validation of the mmwave
module in NS-3. They redesigned several layers because mmWave will require innovation not only
in the physical layer, but also across all layers of the communication protocol stack to fully utilize
high throughput, low latency capabilities and maximum performance. In [14] research has been
carried out stating that, round robin performance and proportional fair scheduling provide good
performance for downlink transmission mode. But for different transmission modes, proportional
fair is able to provide good data rates. Although round robbin provides individual data speeds
that are better compiled and far from eNodeB, the absolute value of this data speed is not as
high as the proportional fair. Therefore proportional fair may still be a good choice.

In the [2] study conducted by B. Barakat et al. it was stated that the growth of wireless
traffic and the very high demand for data levels from users encouraged researchers to improve
the performance of Long Term Evolution-Advanced (LTE-A). To optimize it, package scheduling
is done which is able to distribute radio resources among users to improve network performance
and spectrum efficiency. In this case it has been proven that generalized Proportional Fair
(GPF) Schedulers are better than conventional other schedulers. Several studies about scheduling
algorithm on cellular technology has been done in LTE system. S. Ismail et al [12] have compared
of several scheduling algorithms and evaluated in terms of throughput, delay, packet loss, and
fairness index on vehicular environment for uplink transmission in LTE networks.

In reference [18] shows that, RR algorithm produces a good fairness index and has a poor
throughput and has a delay. In contrast, the MT algorithm has good throughput and bad
fairness index. The PF algorithm has increased fairness and throughput but has poor delays
due to traffic requirements and channel condition independence. 3LHA has good throughput for
P1 and P2 connections but makes P3 connections starving. In contrast, 3LHA requires fairness
improvement.

In [13], Mohnish Jha et al. compared Round Robin, Priority Set Scheduler and Proportional
Fair scheduler by transmitting real-time voice packages and best effort services with changes in
the number of users using NS3.24. The simulation results show that the round robin scheduler
is better QoS performance compared to the other two at uplink and downlink. Nevertheless,
rarely research about scheduling algorithm on 5G network. Research about 5G mmwave can be
done to evaluate cross-layer and end-to-end performance. Several studies about scheduling on 5G
networks also have been researched before. K. Gomez on research [10], provided a comparative
study of a different scheduling disciplines that can be used in future 5G especially on emer-
gency communications for public safety. In addition to proposing a new disciplinary scheduler,
simulation results.

3 Research method

The simulations on this research were performed on the Network Simulator 3.27 with an
additional mmWave module. The mmave module is designed for end-to-end simulations of 3GPP
style cellular networks.

Figure 1 shows the flowchart system. After designing the module in the NS3 environment,
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the simulation design is adjusted to the scenario. The scheduling algorithm is implemented and
simulated alternately. Changes on the number of nodes are set gradually from 20, 40, 60, 80,
and 100 nodes. If the simulation is failed, the simulation scenario design will be reconfigured. If
it is successful, we analyzed network performance such as throughput, delay, and fairness index.
Throughput defined as the effective ability of a network in sending data. Throughput is the
number of packets received in bits divided by the amount of delivery time [21].

Throughput =

∑
Rx Packet Size

Delivery T ime
(4)

Delay, defined as the time from packet send from sender to received in destination [19].
Average End to End Delay, which is the average time of delivering the data packet from the
sender to the receiver [15]. The delay value starts calculated when the source starts sending
packets and ends when the destination actually receives the packet. The delay can be constant,
time-varying, or even random depending on the scheduler [3]

Delay =
Trx − Ttx∑

Rx
(5)
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Table 1: Simulation parameters

Parameter Quantity
Mmwave Carrier frequency 28 GHz

Mmwave Bandwidth 1 GHz
Number of eNodeB 1
Number of User 20, 40, 60, 80, 100
User Mobilility Constant Position

Datarate Voice : 8 Kbps, Video : 386 Kbps
Packet Size Voice : 20 bytes, Video : 240 bytes

Transport Layer UDP
Scheduler Algorithm Round Robin, Proportional Fair

Where notation on the (5) known as :
Trx = Time of received packet on destination
Ttx = Time of packet send on source∑
Rx = Received packet

Fairness Index defined as the level of fairness of scheduling algorithms in schedule packages
and allocation of resources to be sent. The theory and formula regarding the fairness index was
revealed by [6]. Metrics of the formula are known as Jain’s Fairness Index. Maximum value of
this metrics is 1, where it indicates [7]

f(x) =
(
∑n

i=1 xi)
2

n
∑n

i=1 x
2
i

(6)

Where notation on the equation (6) known as : f(x) = fairness index
n = number of user
x = Throughput user i

Figure 2: Simulation topology

The system design is shown in Figure 2. The remote host node has a function as the sender
and connected to the Packet Gateway (PGW) node in point to point mode. Datarate between
PGW and Remote host is 100Gbps. MME has role to control signaling session, PGW was
connected to S-GW before eNodeB to send radio transmission using the LTE EPC core network
which indicates that the network to be simulated is a non-standalone 5G network.

The parameters and its description are shown in Table 1. The scenario in this research is
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to change node density simulated by different scheduling algorithms. Changes in the number of
nodes in the scenario vary from twenty to one hundred with intervals of 20 UEs. The scheduler
algorithm that will be used is round robin and proportional fair. UEs positions are arranged
randomly with constant position mobility model. The simulations generate traffics for voice
and video by remote hosts. The number of packet size and data rate used in the simulation is
adjusted to the characteristics of the packet size and data rate on one of the VoIP codecs G.729
and H.264 video codec. For G.729 voice codec, which has 8 Kbps data rate and 20 bytes packet
size. H.264 video codec which has 386 Kbps data rate and 240 bytes packet size.

4 Result and analysis

After simulating voice and video traffic from the 5G mmWave network in NS3, we obtained
performance results such as throughput, delay and fairness index, then be analyzed. The analysis
divided into two parts for voice and video traffic to find out which better scheduler for the two
services.

4.1 Simulation result for voice traffic

Figure 3: Delay on change number of users for voice traffic

Figure 3 shows the effect when increasing the number of users to the delay obtained from
the voice traffic simulation. The lowest delay in round robin occurred on 20 UE with 1.023 ms,
for proportional fair lowest delay occurred on 20 UE with 1.285 ms. On 100 UE, round robin
and proportional fair generating the highest delay with 1.321 ms and 1.755 ms. Average delay
obtained from round robin is 1.215 ms. This is 18.29 % lower than proportional fair with average
delay of 1.487 ms. Based on figure 5, it can be conclude that delay for both scheduler increase,
due to increase of number of UE make waiting time for each users to be served is getting longer.
Round Robin has a better delay because for small packages, users queuing don’t to take long
time, different with Proportional fair which must take consider the channel quality.

Figure 4 shows effect the when increasing the number of users to the throughput obtained
from the voice simulation. It show that, round robin has higher throughput than proportional
fair. Round robin gets average throughput of 0.137 Mbps. This is 3.65 % better than proportional
fair with average throughput of 0.132 Mbps. The lowest throughput in proportional fair occurred
on 100 UE with 0.131 Mbps, and for round robin occurred on 100 UE with 0.132 Mbps. It show
that the increase number of users, throughput decreased due to the bandwidth capacity will be
shared with all users. Round robin has a higher throughput because this algorithm not consider
the channel condition and has main purpose to balance between throughput and fairness among
all the users.
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Figure 4: Throughput on change number of users for voice traffic

Figure 5: Fairness index on change number of users for voice traffic

Figure 5 shows the effect when increasing the number of users to fairness index in each
scheduling algorithm for voice simulation. The average of fairness index obtained from the
simulation of adding the number of users to the proportional fair algorithm is 0.994. It is lower
than the round robin’s fairness index that has 0.995. The value obtained by the round robin
algorithm is greater because this algorithm does not consider channel conditions so that it offers
a higher fairness value. Round robin and proportional fair have a decreasing fairness index value
against the increase in the number of users. Its happened because of the increasing number of
users, more users were served and reduce the value of fairness. Both schedulers show fairness
due to the fairness index close to 1.

4.2 Simulation result for video traffic

Figure 6 shows the effect when increasing the number of users to the delay obtained from
the video traffic simulation. Average delay obtained from round robin simulation with rising the
UE is 3.105 ms. This is 2.19 % higher than proportional fair average delay with 3.037 ms which
make proportional fair has better delay on video traffic. Round robin has higher delay because
round robin not consider the channel condition, that make the delay for video traffic. Users
served in sequence obtain longer delay.

Figure 7 shows the effect of increasing the users to the throughput obtained from the video
traffic simulation. For proportional fair, the highest throughput occurred by 20 users with 2.869
Mbps. The highest throughput in round robin occurred on 20 users with 2.811 Mbps. It shown
that round robin and proprotional fair has a decreasing throughput value towards increasing
number of user. The average throughput of proportional fair obtained from the simulation is
2.820 Mbps. This is 1.24 % higher than round robin with 2.785 Mbps.
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Figure 6: Delay on change number of users for video traffic

Figure 7: Throughput on change number of users for video traffic

Figure 8: Fairness index on change number of users for video traffic

Figure 8 shows the effect when changing the number of users to fairness index in each
scheduling algorithm for video traffic simulation. The average of fairness index obtained from
the simulation of adding the number of users to the round robin algorithm is 0.94. It is 3.19 %
better than proportional fair’s fairness index that has 0.91. Round robin and proportional fair
have a decreasing fairness index value against the increase in the number of users. Its happened
because of the increasing number of users, more users were served and reduce the fairness. Round
Robin has higher fairness index than proportional fair because round robin not consider channel
condition and prioritize fairness among users.
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5 Conclusion

In this paper, our work focuses on scheduling in a 5G network with a new MAC layer
structure that has been proposed in previous studies. Based from simulation result, the choice of
scheduling algorithm has affect on network performance. Proportional fair is better than round
robin for throughput on video traffic with similar value of fairness index. Round robin has 3.19%
better fairness index than proportional fairness and 2.19% higher average delay than proportional
fair. It can be conclude that proportional fair is the right algorithm for video traffic. Round
robin is right choice for voice traffic due to has better result for fairness and throughput. For
further research, it is expected that more scheduler algorithms can be implemented in the new
design of mac layer on the 5G network.
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Abstract: To improve recommendation quality, the existing trust-based recommen-
dation methods often directly use the binary trust relationship of social networks, and
rarely consider the difference and potential influence of trust strength among users.
To make up for the gap, this paper puts forward a hybrid top-N recommendation al-
gorithm that combines mutual trust and influence. Firstly, a new trust measurement
method was developed based on dynamic weight, considering the difference of trust
strength between users. Secondly, a new mutual influence measurement model was
designed based on trust relationship, in light of the social network topology. Finally,
two hybrid recommendation algorithms, denoted as FSTA(Factored Similarity model
with Trust Approach) and FSTI(Factored similarity models with trust and influence),
were presented to solve the data sparsity and binarity. The two algorithms integrate
user similarity, item similarity, mutual trust and mutual influence. Our approach was
compared with several other recommendation algorithms on three standard datasets:
FilmTrust, Epinions and Ciao. The experimental results proved the high efficiency of
our approach.
Keywords: mutual trust, mutual influence, social recommendation system, cold
start, data sparsity.

1 Introduction

The continuous expansion of e-commerce provides users with direct access to a growing
number and variety of products. In this case, the users need to spend a lot of time looking for
their desired products. This poses a huge challenge to information consumers and producers.
To cope with the challenge, it is necessary to recommend the information and products favored
by the users according to their interest features and purchase behavior, that is, to set up a
recommendation system. For the users, the recommendation system enables them to pinpoint
desired information out of a massive amount of data; for the merchants, the system helps to decide
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on which products to sell to a group of users and provide satisfactory services that enhance user
loyalty [14].

Collaborative filtering recommendation is an important way of personalized recommenda-
tion, thanks to its ability to discover new interest points of users and a dazzling array of re-
sources [4]. However, this recommendation approach is bottlenecked by problems like cold start
and data sparsity in its algorithms. How to alleviate the two problems with the social attributes
of the users has become the main task in the design of the recommendation system [17]. Among
the possible solutions, the recommendation algorithm combined with social information, i.e., the
social recommendation algorithm, comes as an effective means to solve the said problems [14].
The social information main includes the mutual trust and influence between users, both of which
are essential to social activities [15].

The mutual trust has long been recognized as the key to recommendation system [1–3, 8–
10, 12, 14, 15, 23]. In such a system, the rating can be predicted more accurately by replacing
or supplementing the rate-based similarity [3]. The trust-based recommendation can effectively
suppress the cold start problem and improve the accuracy and coverage of the recommendation
[16]. In fact, trust communication has been proved as a social science, the key to social network
analysis and an important phenomenon in recommendation scenarios [10]. But the existing
measure of trust is only represented by 0 and 1 binary [8,9], and there is no clear value to indicate
the specific trust between users. Hence, This paper not only improves the recommendation effect,
but also alleviates the sparseness of social network data through the specific measurement of
trust between users. In addition, through the study of social networks, we have found a new
inspiration, what is the trust in social networks? In the traditional recommendation system, few
people combine mutual trust and mutual influence. But in social networks, user influence really
exists and has a certain impact on the recommendations between users [15].

In light of the above analysis, this paper attempts to find out the social relationship data that
guide the recommendation, disclose and weight the effect of the guidance on user preference, and
improve the results of the social recommendation system. For these purposes, two new hybrid
recommendation algorithms were proposed for top-N recommendation, based on the factorized
similarity model based on trust (FST). The two algorithms are respectively denoted as FSTA
and FSTI. The innovations of our research are summed up as follows:

(1) Based on dynamically weighted trust relationship, a new mutual trust measurement method
was put forward according to the difference in mutual trust strength. The method takes
account of the direct and indirect trust relationships between users, thus improving the
recommendation accuracy.

(2) Using the topology of social network, a new mutual influence measurement model was de-
veloped based on trust relationship. Considering both direct and indirect mutual influences,
the proposed model makes full use of the implicit information in trust relationship.

(3) Two new hybrid top-N recommendation models, involving user similarity, item similarity,
mutual trust and mutual influence, were designed to solve the data binarity and sparsity of
mutual trust, and used to explore the existence of social network users, identify potential
trust relationships, and set up a mutual trust network.

(4) Our models were proved efficient through repeated comparative verifications on three stan-
dard datasets, namely, FilmTrust, Epinions and Ciao.
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2 Literature review

Social recommendation refers to the construction of a social relationship network between
users based on the additional input of their social relationship information [20]. As long as the
network users have direct or indirect social relationships, it is possible to generate proper recom-
mendations for new users based on the interest models of the known users [17]. A collaborative
filtering algorithm that combines social relationships is called a social recommendation algorithm.
Many scholars and researchers have probed deep into the theories, methods and applications of
social recommendation systems [10, 20, 23, 24]. Below is a brief review of some representative
studies.

To improve the accuracy of rating prediction, Fang et al. [3] replaced and supplemented
rate-based similarity in recommendation systems with trust. Wang and Ma [18] considered and
weighted user’s rating and trust similarity. Moradi and Ahmadian [12] proposed a trust-based
singular value decomposition technique, TrustSVD, which evaluates both the explicit and implicit
effects of trust. The above studies show that the inclusion of trust can enhance the accuracy
of the recommendation system. On this basis, it is assumed that the recommendation accuracy
can be improved through the combination of trust and other important social factors.

The advent of social networks has shortened the distance and enhanced the links between
people, providing an excellent experimental platform and a huge amount of data for impact
research [8]. Taking this golden opportunity, many researchers have analyzed and simulated the
mutual influence in many social networks, and achieved fruitful results with huge application
values [21, 25]. For instance, Li et al. [15] developed social recommendation algorithms through
collaborative filtering, based on mutual trust and influence. With its important impact on user
behavior in social networks, the mutual influence should be fully considered in the identification
of influential users, such as to enhance the performance and accuracy of the recommendation
system.

The personalized top-N recommendation system has a direct bearing on many real-world
applications, such as e-commerce platforms and social networks [22]. However, the existing
top-N recommendation methods become less effective with the growth in data sparsity. This
problem can be solved by introducing social information like mutual trust and preference to the
recommendations system. In this way, it is possible to mine out the implicit information from
the social network, and overcome the defect of sparse datasets.

3 Recommendation based on mutual trust and influence

This section introduces mutual trust and influence to the social recommendation method
of the FST, aiming to improve the effectiveness of traditional collaborative filtering. The two-
module structure of the FST model combining the mutual trust and influence is shown in Figure
1, where the blue dashed lines indicate that a trusted user has an influence on the truster, and
the black dotted lines indicate user u’s rating of item j. In the left half of the model, user u
trusts and is influenced by user v, who has rated item j as r(v, j); the goal is to predict user u’s
rating r(u, j) for item j, considering the mutual trust and influence between the two users. In
the right half of the model, user k trusts and is influenced by user u, and has rated item j as
r(k, j); the rating may affect user u’s rating r(u, j) for the same item j.

Following this model, the social network relationship and a user’s item ratings are analyzed
to predict the item ratings of the other user. Finally, the item set with the higher rating is
recommended to the users. Let U = u1, u2, · · ·, um, I = i1, i2, · · ·, in and R = [ru,i]m×n be the
set of m users, the set of n items, and the matrix of item ratings in the rating-based collaborative
filtering algorithm, where ru,i is user u’s rating of item i (the rating is generally a real number
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Figure 1: FST model combining mutual trust and influence

between [0, 5], and positively correlated with the user’s interest in the item). The set of items
rated by user u and the set of users having rated item i are respectively expressed as Iu =
i|ru,i 6= 0 and Ui = u|ru,i 6= 0.

In a social network, the users’ mutual trust can be represented by T = [tu,v]m×m, where tu,v
is the trust between u and v; the users’ mutual influence can be represented by IU = [iuu,v]m×m,
where iuu,v is the influence between u and v. Note that each user in the social network has N
friends.

3.1 Mutual trust ranking

If taken as the auxiliary information, mutual trust, an important type of social information,
can effectively solve data sparsity problem in collaborative recommendation algorithms. In real-
world applications, however, there following problems still exists: (1) The trust relationship is
too sparse to be measured accurately; (2) The trust relationship is often expressed in the binary
form (0 or 1), failing to weigh the exact trust strength between users.

Dynamically weighted trust measurement model

This subsection explores the rating prediction based on user’s social relationship and con-
structs a model for mutual trust measurement. To begin with, the two users, A and B, in the
social network are assumed to have only one interaction, i.e. rated the same item. During the
interaction, each user has an impact on the other’s trust if both of them have given the same
rating. The success of the interaction hinges on the rating difference between the two users. The
interaction process is shown in Figure 2, where the uppercase letters in circular boxes are items
and the lowercase letters in rectangular boxes are users. It can be seen that, both users A and
B have rated the same item a, i.e. engaged in an interaction. If the two users’ ratings on the
item is not above the threshold ε, then the interaction is successful; otherwise, the interaction is
a failure.

Mutual trust is the accumulation of subjective feelings of individuals on each other. For
two users u and v, the greater user u trusts user v, the more its interactions with v. The initial
mutual trust Init(u, v) can be defined as:

Init(u, v) =
min(Iu

⋂
Iv, D)

D
(1)

where Iu ∩ Iv is the number of interactions between the two users, i.e. the number of items
rated the same by the two users; D is an adjustable threshold that measures the minimum
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Figure 2: The interaction between users

number of interactions when two users fully trust each other. If Iu ∩ Iv is not greater than D,
then the effective weight will come into force; otherwise, the initial strength of the mutual trust
will be set to 1. Since the users differ in the number of ratings, the criterion for full trust may
vary with users. Thus, the threshold for each user can be set to Du =

√
|Iu|.

Next, the preference of user A for item c can be defined as [19]:

P (A, c) =

∑
m ∈ Acsim(A,m)

|Ac|
(2)

where, Ac is to the set of m users having rated item c. Equation (2) shows that the preference
of the users in set Ac for item c increases with their similarity with user A.

Since each pair of users will optimize the mutual trust through interaction, the trust between
the two users T (U, V ) can be calculated by assigning a difference weight to the item based on
the difference in the two users’ preferences for the same item:

T (A,B) =

{
IniTD(A,B)

∑
c∈success P (A,c)−

∑
c∈failure P (A,c)∑

c∈success P (A,c)+
∑
c∈failure P (A,c) , T (A,B)

0 , Otherwise
(3)

where, Init(u, v), the initial trust between the two users is a dynamic weighting factor.
Obviously, the fewer commonly rated items, the smaller the numerator, and the less the initial
trust will contribute to the final mutual trust. The trust of each user to the other users can
be computed by equation (3), and a set of trusted users can be obtained by filtering the results
against the threshold.

FSTA model

The rating ru,i of user u on item i was predicted based on mutual trust, item similarity
and user similarity. The mutual trusts of each target user with its trustee(s) and truster(s) were
obtained by equation (3). After the calculation, the list of trust users was updated, and the
implicit information in the user rating matrix was obtained to obtain the directed trust between
users. The item similarity was the inner product of two lower-order matrices X and Y , where
X ∈ Rn×d and Y ∈ Rn×d. Note that d << n is the number of potential feature vectors associated
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with the item. The user similarity was obtained from two lower-order matrices P ∈ Rm×d and
Q ∈ Rm×d, where d << m is the number of potential feature vectors associated with the user.

Then, the ratings were ranked to produce a set of recommended items for each target user.
The ratings of the user can be predicted as:

r̂u,i = bi + s|Ui−u|−β
∑

v∈Ui−u

pTv qu + (1− s)|Iu−i|−α
∑
j∈Iu−i

xTj yj

+ σ|T+
u |−z

∑
a∈T+

u

pTa yi + (1− σ)|T−u |−χ
∑
b∈T−u

pTb yi
(4)

where, α, β, z and χ ≥ 0 are the number of rated items, that of similar users, that of trustees
and that of trusters; bi is the bias of item i; s and δ ∈ [0, 1] are user similarity and the relative
importance of trust, respectively. For each pair of trustee a ∈ T+

u and truster b ∈ T−u , the inner
products pTa yi and pTb yi describe the influences of users a and b on the trust of the target user,
respectively.

3.2 Mutual influence ranking

By mining the information in the trust relationship, the author put forward a method to
calculate the implicit influence between users, taking account of both the direct and indirect
trust relationships between users.

Influence calculation

Figure 3: Local social network

As shown in Figure 3, the local social network consists of 9 users, respectively denoted as
i, j, k1, k2, k3, k4, k5, k6 and k7. The goal is to estimate the trust strength between users i
and j. The trust strength cannot be determined accurately if only the set of trusts (solid lines
in Figure 3(a)) is considered. To fully exploit the information in the trust relationship, a trust
measurement model was designed based on dynamic weight. By definition, user j is affected by
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user i when it trusts that user. Then, the nodes with no influence on node j were removed. After
that, the trust relationships with no influence were deleted from the network.

Inspired by the above research, an improved algorithm was proposed to identify the influence
of users in the trust network.

Definition 1. In a mutual trust network GT , the edge weight wij can be defined as the trust
strength between users i and j, that is, w(i, j) = T (i, j). The nodes and directed edges in the
network respectively stand for users and strengths between users.

Definition 2. The weight of node w(i) can be interpreted by the trustee of the mutual trust
network as w(i)=

∑
j∈T+

i
wij .

Definition 3. The relative importance of node j in the eyes of its neighbor node i can be
calculated by p(i, j) = wi,j/w(i). If node j or its neighbor node k are of high relative importance,
then node i will invest more time and energy in node j. This reflects the fact that people often
devote more time and energy to those with great importance or importance relationships.

Definition 4. In light of the features of mutual trust network, an improved model was designed
to measure mutual influence C(i):

C(i, j) =


p(i, j) +

∑
k∈T+

i

p(i, j)p(i, k), C(i, j) ≥ vc

0, Otherwise

(4)

where, p(i, j) and
∑
p(i, j)p(i, k) are the direct and indirect influences of user i on user j,

respectively. The latter is determined by the number of intermediate nodes k between node i
and node j. It can be seen from equation (5) that the value of C(i, j) is positively correlated
with the number of trust neighbors of each node and the closeness between network nodes.

FSTI model

To predict each user’s rating of an item, it is assumed that user u in the above FSTA model
is affected by a set of users IUu = {w|iuu,w}. On this basis, another social recommendation
algorithm FSTI was constructed based on the implicit influence of mutual trust.

Firstly, the item rating was modelled by matrix decomposition. The rating prediction for-
mula can be derived from the results of equation (5) and the mutual influence matrix as:

r̂u,i = bi + s|Ui−u|−β
∑

v∈Ui−u

pTv qu + (1− s)|Iu−i|−α
∑
j∈Iu−i

xTj yj

+ δ|T+
u |−z

∑
a∈T+

u

pTa yi + (1− δ)|T−u |−χ
∑
b∈T−u

pTb yi + |IUu|−θ
∑

w∈IUu

pTwyi
(6)

where, θ ≥ 0 is the number of users that influences user u (hereinafter referred to as influ-
ential users); IUu is the set of influential users; s and δ are the control parameters; pTwyi is the
inner product equal to the influence of each influential user w ∈ IUu over user u.

Next, the variables b, P , Q, X and Y can be computed by the following objective function:

J =
1

2

∑
u∈C

∑
i∈I+u ,j∈I−u

||(ru,i − ru,j)− (r̂u,i − r̂u,j)||2 +
λ

2
(||P ||2F + ||Q||2F + ||X||2F + ||Y ||2F + ||b||2F )

(7)
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where, C is the set of all users; I+
u is the set of items rated by user u; I−u is the set of items

not rated by user u; || � ||2F is the Frobenius norm.
For convenience, the regularization parameter λ was employed to process all the relevant

variables. The recommendation effect can be greatly improved through proper adjustment and
assignment of these variables.

Compared with the FST, the FSTI has the following features:
(1) The FSTI replaces the trust matrix T with the trust strength estimation matrix S,

rather than assume that a user has the same trust strength with any friend;
(2) The FSTI estimates the mutual influence matrix IU by the implicit influence of trust

relationship, revealing the implicit mutual influence;
(3) The FSTI improves the recommendation accuracy through the comprehensive consider-

ation of item similarity, user similarity, mutual trust and mutual influence.

3.3 Model learning and complexity analysis

FSTA complexity

First, the gradients and update rules for all variables were calculated for model training
(lines 3-44, Algorithm 1). All variables were initialized with a random value in (0, 0.01) (line 1).
In each iteration, the overall computing cost in Algorithm 1 was approximately O(nb), where n is
the number of ratings in the training set and b is the mean number of users evaluating the item,
and the sampling factor ρ (line 5) was used to randomly sample a set of negative instances of
Z to train the model. The variables were repeatedly updated by the stochastic gradient descent
(SGD) rules (lines 16-44) until the loss value had converged or the maximum number of iterations
had been reached. Next, the converged user potential feature matrix P and the item implicit
feature matrix X were outputted, marking the end of the training (line 45). Finally, all learned
variables were returned as outputs.

FSTI complexity

The FSTI follows basically the same training procedure as the FSTA. To save space, the
details on the implementation of the algorithm are omitted here. The pseudocode of the FSTI
is listed in Algorithm 2. The trained model was used to predict each user’s ratings of unknown
items, and the items with the highest ratings were collected into a recommendation set.

Summary of FSTA and FSTI algorithm complexity

Referring to Algorithm 1, the FSTA time complexity of our method mainly includes the
evaluation of the objective function and the calculation of the gradient of each variable. For each
iteration, the total computation time cost of Algorithm 1 is O(ntbd(|R|+ |T |)), where nt is the
number of training matrices, b represents the average number of graded items for the user, and
d represents the feature vector dimension. Relatively speaking, FSTI increases the influence of
influence on the basis of FSTA, so the time complexity of FSTI is O(ntbd(|R| + |T | + |IU |)).
Since the rating matrix R and the trust matrix T and the influence matrix IU are very sparse,
the time complexity of our method FSTI is much lower than the matrix cardinality. The above
analysis shows that our strategy for personalized recommendation successfully integrates user
similarity, mutual trust and mutual influence.
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Algorithm 1 The learning algorithm of FSTA
Data: α, β, z, χ, ρ, λ, η;
Initialize b,X, Y, P,Q with random values in (0, 0.01);

1: while ζ not converged do
2: for all u ∈ C do
3: for all i ∈ I+

u do
4: Z ← sample(ρ, I−u )
5: mki ←

∑
k∈Iu−j xk, wki ← |Iu−j |

−α

6: mvi ←
∑

v∈Ii−u pv, wvi ← |Ii−u|
−β

7: ma ←
∑

a∈T+
u

pa, wa ← |T+
u |−z

8: mb ←
∑

b∈T−
u

pb, wb ← |T−u |−χ

9: g ← 0, h← 0, t− out← 0, t− in← 0
10: for all j ∈ Z do
11: mkj ←

∑
k∈Iu−j xk, wkj ← |Iu−j |

−α

12: mvj ←
∑

k∈Ij−u pv, wvj ← |Ij−u|
−β

13: Compute r̂u,i, r̂u,j by Equation
14: r̂u,j ← 0
15: e← (ru,i − ru,j)− (r̂u,i − r̂u,j)
16: bi ← bi + η(e− λbi)
17: bj ← bj − η(e− λbj)
18: qu ← qu − η(e(wvjmvj − wvimvi) + λqu)
19: yi ← yi + η(e(wkimki + wama + wbmb)− λyi)
20: yj ← yj − η(e(wkjmkj + wama + wbmb)− λyj)
21: g ← g − ewkiqu
22: h← h+ e(wkjyj − wkiyi)
23: t− out← t− out+ ewa(yj − yi)
24: t− in← t− in+ ewb(yj − yi)
25: for all v ∈ Uj−u do
26: pv ← pv − η(ewvjqu − λpv)
27: end for
28: end for
29: for all v ∈ Ui−u do
30: pv ← pv − η(g/ρ+ λpv)
31: end for
32: for all k ∈ Uu−i do
33: xk ← xk − η(h/ρ+ λxk)
34: end for
35: for all a ∈ T+

u do
36: pa ← pa − η(t− out/ρ+ λpa)
37: end for
38: for all b ∈ T−u do
39: pb ← pb − η(t− in/ρ+ λpb)
40: end for
41: end for
42: end for
43: end while
44: return b, P, Q, X, Y
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Algorithm 2 The learning algorithm of FSTI
Data: α, β, z, χ, θ, ρ, λ, η;
Initialize b, X, Y, P, Q with random values in(0,0.01);

1: while ζ not converged do
2: for all u ∈ C do
3: for all i ∈ I+

u do
4: mI ←

∑
w∈IUu pw, wI ← |IUu|

−θ

5: inf ← 0
6: for all j ∈ Z do
7: yi ← yi + η(e(wkimki + wama + wbmb + wImI)− λyi)
8: yj ← yj − η(e(wkjmkj + wama + wbmb + wImI)− λyj)
9: inf ← inf + ewI(yj − yi)

10: end for
11: for all w ∈ IUu do
12: pw ← pw − η(inf/ρ+ λpw)
13: end for
14: end for
15: end for
16: end while
17: return b, P, Q, X, Y

4 Verification and results

This section verifies the parameter robustness and sensitivity in our strategy through several
experiments on three public datasets, and compares the effectiveness of our strategy with six top-
N recommendation methods based on implicit feedbacks.

4.1 Experimental setup

Datasets

The experiment data include three datasets, namely, Flimtrust, Ciao, and Epinions [4]. Each
dataset contains ratings and mutual trust of users in social network. Upon signup, each user was
allowed to rate all items, and browse the ratings by other users to make more favorable decisions.
In addition, the user can befriend any trusted user, forming a network of trust relationships. For
the datasets Epinions and Ciao, the rating was given against a five-point scale, where 1 means
strongly dislike and 5 means strongly like. The mutual trust was described in binary form:
existence (1) and absence (0). Our approach was applied to the three datasets to estimate the
potential mutual trust and make accurate recommendations. As shown in Table 1, all the three
datasets are extremely sparse, except FilmTrust.

Table 1: Datasets

Data Set FilmTrust Ciao Epinions
Users 1,508 7,375 40,163
Items 2,071 99,746 139,738
Ratings 35,479 278,483 664,824
Density 1.14% 0.0379% 0.0118%
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Comparative methods

Our approach was compared with the following six top-N recommendation methods based
on implicit feedbacks:

(1) BPR: Bayesian personalized ranking. Based on implicit feedback, the BPR is extended from
the top-N ranking recommendation algorithm by the pairing hypothesis for item ordering,
using implicit feedback, Matrix Factorization (MF) and K-Nearest Neighbors (KNN) model
[19].

(2) GBPR: The BPR based on group preference. The GBPR is an improved version of the BPR
with richer interaction between users [16].

(3) MostPop: The MostPop is the baseline method that ranks the ratings of an item by popu-
larity, i.e. how frequently the item is rated or consumed by the user.

(4) FISM: Factored item similarity model. The FISM alleviates the sparsity of the existing top-
N recommendation algorithm by taking the product of two low-dimensional latent factor
matrices as the similarity matrix [11] .

(5) FST: Factored Similarity model with Trust+. The FST introduces the mutual trust matrix
and user similarity matrix into the FISM, thereby alleviating the sparsity of existing top-N
recommendation algorithm and enhancing the accuracy of ranking recommendation [9].

(6) FSTA, FSTI: It is our proposed method for comparing two methods. Among them, FSTI
adds the influence of user influence on the basis of FSTA.

Evaluation indices

The previous studies [14,19] on recommendation systems have shown that the common error
rate indices of rating prediction, such as the mean square error (MSE) and root mean square
error (RMSE), cannot fully characterize the performance of the recommendation algorithm. In
fact, the algorithm performance mostly depends on the recommendation of the top-N items.
To fully verify the effect of our approach, the FSTI was combined with the BPR for top-N
recommendation [19], and evaluated the hit rate by precision, recall rate and F1-measure:

P@N =
1

|U ′|
∑
u∈U ′

|RN (u) ∩ I ′u|
N

R@N =
1

|U ′|
∑
u∈U ′

|RN (u) ∩ I ′u|
I ′u

F1@N =
2 � P@N �R@N

P@N +R@N
(5)

where, I ′u is the set of items overestimated by user u; U ′ is the test set; P@N , R@N and
F1@N are the precision, recall rate and F1−measure underN recommended items, respectively.
Sometimes, the P@N and R@N may contradict each other. In this case, the F1 − measure
should be taken into account to solve the contradiction. The greater the values of P@N and
F1@N , the better the recommendation effect.

The five-fold cross validation was adopted in our experiments. Each dataset was split ran-
domly into 5 parts. In each iteration, 4 parts were allocated to the training set and the remaining
one to the test set. The mean results of the 5 parts were taken as the final results. The number
of recommended items was selected in 5, 10.

Note that common evaluation indices like mean absolute error (MAE) and RMSE are not
applicable to our research, because they are mainly used to evaluate prediction performance
rather than the top-N recommendation effect.
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Parameter settings

The parameters in our experiments were configured empirically, e.g. the number of potential
factors was set to d = 10. For the GBPR, the number of users in the set was fixed as 5 and
the parameters were adjusted by the sampling factor ρ ∈ [0, 1]. For all BPR-based methods,
the unsorted items for model learning were selected through uniform sampling [19]. For all
decomposition-based models, parameters α, β, z, χ and θ were selected from a set of small
values, i.e. {0.5, 1, 2}, and the sampling factor ρ was fixed at 10 (Algorithm 1), for the FISM
satisfies the interval of [11, 17]. For all matrix-based methods, the setting of the regularization
parameter λ was optimized in {0.000001, 0.00001, 0.0001, 0.01, 0.1} by grid search.

4.2 Effect of parameters α, β, z, χ and θ

The five parameters α, β, z, χ and θ describes item similarity, user similarity, mutual trust
and mutual influence. In our experiments, the value of each parameter is adjusted in the small
set of {0.5, 1, 2} when the control parameters and were 0.5. Tables 2 and 3 respectively list the
parameter configurations corresponding to the five best P@5 results of the FSTA and the FSTI
on each dataset. Obviously, the different parameter configurations led to different results, and
the optimal parameters changed from dataset to dataset.

Table 2: The optimal parameter configurations of the FSTA on the three datasets.

Methods Filmtrust Ciao Epinions
Parameters α β z χ α β χ χ α β χ χ

1 2 0.5 0.5 0.5 0.5 2 0.5 0.5 0.5 1 0.5 1
0.4192 0.02892 0.01222

2 0.5 2 0.5 1 2 1 2 1 2 0.5 2 2
0.4187 0.02843 0.01194

3 0.5 2 2 0.5 2 0.5 1 2 2 2 0.5 0.5
0.4186 0.02821 0.01177

4 0.5 1 0.5 0.5 1 1 0.5 2 0.5 0.5 1 0.5
0.4184 0.02808 0.01159

5 0.5 1 0.5 1 1 2 2 0.5 1 0.5 1 2
0.4184 0.02804 0.01158

Table 3: The optimal parameter configurations of the FSTI on the three datasets.

Methods Filmtrust Ciao Epinions
Parameters α β z χ θ α β z χ θ α β z χ θ

1 0.5 0.5 2 1 2 0.5 1 2 1 0.5 1 2 2 0.5 1
0.4198 0.02953 0.01260

2 0.5 2 2 0.5 1 0.5 1 1 0.5 2 1 0.5 0.5 2 0.5
0.4194 0.02941 0.01233

3 1 2 1 2 0.5 2 1 0.5 1 0.5 0.5 0.5 2 1 2
0.4192 0.02932 0.01215

4 1 0.5 2 1 0.5 2 2 2 0.5 2 0.5 2 3 1 0.5
0.4172 0.02930 0.01214

5 0.5 1 0.5 1 2 2 2 1 2 2 1 2 1 1 0.5
0.4192 0.02929 0.01206

The experimental results of the FSTA corresponding to parameters α, β, z and χare recorded
in Tables 4, and denoted by P@5. It can be seen that the results were optimal at α = 1, β = 2
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and z > 0.5. As a result, before making top-N recommendations, the item similarity, the trustee
and the truster should be emphasized over user similarity. The experimental results of the FSTI
corresponding to parameters α, β, z, χ and θ are recorded in Tables 5, and denoted by P@5. It
can be seen that the results were optimal at α = 1, β = 2 and z > 0.5 and θ < 2. As a result,
before making top-N recommendations, the item similarity, the trustee and the truster should
be emphasized over user similarity.

4.3 Effect of control parameter s

For each dataset, the parameters α, β, z, χ and θ were set to their optimal values, the first
control parameter δ was fixed at 0.5, and the second control parameter s was adjusted in the
interval [0, 1] by a step size of 0.1. The effects of the adjustment on the FSTA and the FSTI are
displayed in Figure 4(a) and Figure 4(b), respectively.

(a) FSTA (b) FSTI

Figure 4: The effect of parameter s on our approaches FSTA and FSTI in terms of precision at
5

As shown in Figure 4, the optimal s values of the FSTA on FilmTrust, Ciao and Epinions
were 0.8, 1 and 0.8, respectively, revealing that, in the FSTA model, user similarity has a stronger
promotion effect on top-N recommendation accuracy than item similarity. Meanwhile, the opti-
mal s values of the FSTI on FilmTrust, Ciao and Epinions were 0.4, 0.7, and 0.4, respectively.
It can be seen that the weight of user similarity decreased in the FSTI model, while that of item
similarity increased to a certain extent. Hence, both models will perform more excellently under
proper parameter settings.

4.4 Effect of control parameter δ

For each dataset, the parameters α, β, z, χ and θ were set to their optimal values, the first
control parameter s was fixed at 0.5, and the second control parameter δ was adjusted in the
interval [0, 1] by a step size of 0.1. The effects of the adjustment on the FSTA and the FSTI are
displayed in Figure 5(a) and Figure 5(b), respectively.

As shown in Figure 5, the optimal δ values of the FSTI on FilmTrust, Ciao and Epinions were
0.3, 0.1 and 0.3, respectively, revealing that, in the FSTI model, the truster is more important
than the trustee of a user. Meanwhile, the optimal δ values of the FSTI on FilmTrust, Ciao and
Epinions were 0.9, 0.3, and 0.8, respectively. It can be seen that the trusters of FilmTrust and
Epinions are more important than those of Ciao.
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(a) FSTA (b) FSTI

Figure 5: The effect of parameter δ on our approaches FSTA and FSTI in terms of precision at
5

4.5 Comparison with other methods

Table 4: The precisions of all algorithms on the three datasets (the precision of our approach is
in bold).

Data d GBPR MostPop FISM FST FSTA FSTI
FilmTrust 5 0.4124 0.4170 0.4171 0.4191 0.4192 0.4198

10 0.3470 0.3503 0.3503 0.3514 0.3525 0.3530
Ciao (×10−1) 5 0.2228 0.2677 0.2704 0.2714 0.2892 0.2953

10 0.1827 0.2142 0.2141 0.2174 0.2245 0.2337
Epinions (×10−1) 5 0.09353 0.1169 0.1147 0.1179 0.1222 0.1260

10 0.07560 0.09171 0.09102 0.09187 0.10410 0.10963

Table 5: The F1-measures of all algorithms on the three datasets (the precision of our approach
is in bold)

Data d GBPR MostPop FISM FST FSTA FSTI
FilmTrust 5 0.4051 0.4095 0.4087 0.4099 0.4103 0.4107

10 0.4458 0.4518 0.4516 0.4521 0.4533 0.4534
Ciao (×10−1) 5 0.2063 0.2436 0.2495 0.2523 0.2527 0.2841

10 0.2292 0.2662 0.2687 0.2720 0.2743 0.2829
Epinions (×10−1) 5 0.1103 0.1298 0.1307 0.1330 0.1419 0.1481

10 0.1111 0.1305 0.1315 0.1328 0.1381 0.1467

The P@N and F1@N of the FSTA and the FSTI were compared with those of the con-
trastive recommendation methods. The comparison results are listed in Tables 4 and 5. Overall,
our approach outperformed the other methods under the same parameter configurations.

In the FilmTrust dataset, the MostPop achieved better results than the FISM. A possible
reason lies in the consumption of the hot items in the dataset. In both Ciao and Epinions, the
FISM outshined the MostPop, indicating the advantage of the factorized similarity model over
the GBPR and BPR methods.

Moreover, the FSTA typically performed better than the methods, e.g. the FST, that
integrates user similarity, item similarity and mutual trust. Note that the user rating matrix
has a positive impact on the calculation of mutual trust, which comes from the trustee and the
truster, respectively.

Finally, the comparison between the FSTA and the FST shows the influence of social impact
on ranking performance. Our experimental parameters α, β, z, χ and θ were adjusted only in
one group. Better results can be obtained by adjusting the parameter set.
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5 Conclusion

Based on dynamically weighted trust relationship, a new mutual trust measurement method
was put forward according to the difference in mutual trust strength. The method takes account
of the direct and indirect trust relationships between users, thus improving the recommendation
accuracy. Using the topology of social network, a new mutual influence measurement model was
developed based on trust relationship. Considering both direct and indirect mutual influences,
the proposed model makes full use of the implicit information in trust relationship.

Two new hybrid top-N recommendation models, involving user similarity, item similarity,
mutual trust and mutual influence, were designed to solve the data binarity and sparsity of
mutual trust, and used to explore the existence of social network users, identify potential trust
relationships, and set up a mutual trust network. Our models were proved efficient through
repeated comparative verifications on three standard datasets, namely, FilmTrust, Epinions and
Ciao. The future research will explore the other factors that affect the mutual trust and further
improve the performance of our models.
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Abstract: Hyperparameter selection has always been the key to machine learning.
The Bayesian optimization algorithm has recently achieved great success, but it has
certain constraints and limitations in selecting hyperparameters. In response to these
constraints and limitations, this paper proposed the N-RReliefF algorithm, which
can evaluate the importance of hyperparameters and the importance weights between
hyperparameters. The N-RReliefF algorithm estimates the contribution of a single
hyperparameter to the performance according to the influence degree of each hyper-
parameter on the performance and calculates the weight of importance between the
hyperparameters according to the improved normalization formula. The N-RReliefF
algorithm analyses the hyperparameter configuration and performance set generated
by Bayesian optimization, and obtains the important hyperparameters in random for-
est algorithm and SVM algorithm. The experimental results verify the effectiveness
of the N-RReliefF algorithm.
Keywords: Hyperparameter optimization, Bayesian optimization, RReliefF Algo-
rithm.

1 Introduction

In the process of machine learning, the performance of the algorithm highly depends on the
selection of hyperparameters, which has always been a crucial step in the process of machine
learning. Automated machine learning, represented by Bayesian optimization algorithm, has
recently achieved great success in hyperparameter optimization, which exceeds the performance
of human experts in some cases.

Copyright ©2019 CC BY-NC
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However, there are some constraints and limitations in the selection of hyperparameters
for Bayesian optimization algorithm. Researchers and users can only get the hyperparameter
configuration after the operation of Bayesian optimization algorithm and cannot get the im-
portance analysis of the hyperparameter configuration. Therefore, it is necessary to study the
algorithm of hyperparameter importance analysis based on a wide range of data sets, so that re-
searchers and users can understand which hyperparameter adjustment will significantly improve
the performance of the algorithm.

This paper introduces the basic principle of Bayesian optimization algorithm and optimized
random forest and SVM based on OpenML100 data set. By comparing with grid search and
random search algorithm, it could be seen that the hyperparameter performance of Bayesian
optimization algorithm is high and time-consuming. Therefore, we used the hyperparameter
configuration and performance data generated by Bayesian optimization algorithm to analyze
hyperparameter importance. Hyperparameter configuration based on the experimental data, we
used N-RReliefF algorithm to evaluate the importance of interaction between hyperparameter, so
as to determine the important hyperparameter in random forest algorithm and SVM algorithm.

2 Related works

Hyperparameter selection is a key step in machine learning process [12]. From the initial
manual selection to automatic optimization using algorithms later, the evolving optimization
algorithms have made great contributions to improving performance. Hyperparameter selection
algorithms can be roughly divided into four categories: traditional algorithms (e.g., grid search
algorithm [26], random search algorithm [2]), heuristic optimization algorithm [4, 18, 30], meta-
learning algorithm [13,22], Bayesian optimization algorithm [14,28], etc.

The disadvantage of these hyperparameter selection algorithms is that they cannot provide
researchers and users with information about the importance analysis of the selected hyperparam-
eters and cannot understand the impact of different hyperparameters and their interactions on
performance. Scientists have proposed a method for evaluating the importance of hyperparame-
ter machine learning algorithms. Sequential parameter optimization (SPO) [1] is a model-based
parameter optimization approach. SPO starts by running the target algorithm with parameter
configurations. It then builds a response surface model based on Gaussian process regression
and uses the models predictions and predictive uncertainties to determine the next parameter
cofiguration to evaluate. In 2007, Nannen et al. [20] proposed an evolutionary algorithm for
parameter correlation estimation. In 2009, Chiarandini et al. [6] used a linear mixed effect model
to design and analyze the optimization algorithm. With a mixed-effects multi-linear regression
they [8] assessed the individual and joint effect of problem features on the performance of both
algorithms, within and across the instance classes defined by benchmark parameters. In [21]
Probst formalized the problem of tuning from a statistical point of view, define data-based de-
faults and suggest general measures quantifying the tunability of hyperparameters of algorithms.
Falkner proposed a new hyperparameter optimization method-BOHB [10], which combines the
benefits of both Bayesian optimization and bandit-based methods, consistently outperforms both
Bayesian optimization and Hyperband on a wide range of problem types. Breiman [29] uses ran-
dom forests to assess the importance of attributes: If attributes are deleted from the data set,
performance will be degraded, indicating that this attribute is important. Based on this prin-
ciple, Forward Selection [15] predicts the performance of machine learning algorithms using a
subset of hyperparameters, which is initialized to be empty and greedily chooses the next most
important hyperparameter. Ablation Analysis [15] requires default settings and optimization set-
tings, and calculates the ablation trajectory, which reflects the contribution of hyperparameters
to the performance difference between the two settings.
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3 N-RReliefF algorithm design

This paper introduces the basic principle of hyperparameter optimization of Bayesian op-
timization algorithm based on Gauss process modeling. To hyperparameter configuration and
performance data generated by optimization process, we used N-RReliefF algorithm to evaluate
the importance of hyperparameter, so that users can understand the important hyperparame-
ter. As shown in Fig. 1, the input of hyperparameter optimization includes: algorithm A with
configuration space, instance set and cost matrix C. The optimal hyperparameter configuration
can be obtained by modeling and optimization of Bayesian optimization algorithm. At the same
time, the trajectory of searching for the optimal hyperparameter configuration, as well as the
hyperparameter configuration and its performance data can be obtained. Based on the output
data, N-RReliefF algorithm is used to evaluate the importance of hyper-parameters and the effect
of interaction between them on performance. Next, the two parts are explained in detail.

Figure 1: Algorithm configuration and analysis workflows

3.1 Bayesian optimization algorithm

Question definition

The hyperparameter selection problem of machine learning model is regarded as an unknown
black box function optimization problem reflecting generalization performance. Let θ1, ..., θn
represent n hyperparameters of machine learning algorithm, whose domain space is expressed as
Θ1, ...,Θn. The configuration space of the algorithm is defined as Θ = Θ1 × ... × Θn. The
hyperparameters θ ∈ Θ are trained on the training data set Dtrain, and the loss function
l(θ,Dtrain, Dvalid) of machine learning algorithm is obtained on the verification set.

The objective function of hyperparametric combinations in optimization problems is defined
as follows [11]:

f(θ) =
1

k

k∑
i=1

l(θ,D
(i)
train, D

(i)
valid) (1)

θ∗ = argθ∈Θminf(θ)

For an unknown objective function f(θ), Bayesian optimization algorithm searches for a hy-
perparameter configuration that minimizes the function f(θ) on a bounded set Θ. The basic idea
of Bayesian optimization algorithm is to construct a probability model for functionf(θ), estab-
lish evaluation criteria based on this model, determine the next hyperparameter for evaluation in
configuration space Θ, and at the same time, all the information available in previous evaluation
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can be reused for learning the shape of objective function [9]. The use of historical data enables
Bayesian optimization to find the minimum value of complex non-convex functions through fewer
evaluations, but the corresponding cost is to perform more calculations to determine the next
sampling point.

Therefore, the key of Bayesian optimization algorithm can be summarized as the following
two parts [7]:

• Establishing a probabilistic model to evaluate the objective function instead of the original
complex objective function, which is expensive to evaluate.

• The acquisition function is constructed by using the posterior information of the probability
model to determine the next sampling point.

Question definition

There are many models to model the objective function, among which the Gauss process has
been proved to be a convenient and powerful model optimization algorithm. Gauss process is a
set of random variables. If these random variables obey Gauss distribution, then these random
variables are Gauss process. A Gauss process consists of a mean function m : Θ→ R(m(θ) = 0)
and a covariance function (kernelfunction)m : Θ→ R(m(θ) = 0).

Its concrete form is [25]:
f(θ) ∼ GP (m(θ), k(θ, θ′)) (2)

Mean function m(θ) = E[f(θ)], covariance function k(θ, θ′) = E[(f(θ) − m(θ)(f(θ′) −
m(θ′)))], for simplicity, usually set mean function m(θ) = 0. Covariance function is a func-
tion of calculating the similarity between two data points in Gauss process, which specifies
the smoothness and amplitude of the unknown objective function. The selection of covariance
function is very important, which affects the matching degree between Gauss process and data
properties. This paper chooses Matérn 5

2 Kernel Function [15]. Compared with other popular
Gauss Kernel Functions, it has fewer constrained smoothness assumptions and is very helpful to
the optimization settings.

The formulas are as follows:

k 2
5
(θ, θ′) = θ0(1k 2

5
(θ, θ′) = θ0(1+

√
5dλ(θ, θ′)+

3

5
d2λ(θ, θ′))e−

√
5dλ(θ,θ

′)+
√

5dλ(θ, θ′)+
3

5
d2λ(θ, θ′))e−

√
5dλ(θ,θ

′)

(3)
Among them, θ0 and λ denote the covariance amplitude and length dimensions respectively,

and dλ(θ, θ′) = (θ, θ′)Tdiag(λ)(θ − θ′) denotes the Mahalanobis distance.
Given the input set G = θ1, .., θt and the output y = f(θ1), f(θ2), ..., f(θt) of the observation

set, the Gauss process GP (m, k) is adjusted. Due to the mixing of noise, the observed value
is likely to be affected, and there is a certain deviation from the actual output value. In order
to approach the actual situation, noise should be added to the probability distribution in the
experiment.

The formula is as follows:

y = f(θ) + ε (4)

The noise ε satisfies the independent and identically distributed Gauss distribution: p(ε) ∼
N(0, σ2). The prior distribution of y is y ∼ N(0, S + σ2I), I is n-dimensional unit matrix, and
S represents the covariance matrix k(θ, θ′).

The joint prior distribution of the observed value y and predicted value f(θ∗) is as follows:
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[
y

f(θ∗)

]
N

(
0,

[
S + σ2I K∗
KT
∗ K∗∗

])
(5)

In the formula, θ∗ represents the predictive input,KT
∗ = k(θ1, θ∗), k(θ2, θ∗), ..., k(θt, θ∗),K∗∗ =

k(θ∗, θ∗).
According to the estimation of posterior probability of input value by Gauss distribution,

the predicted distribution at a given test point θ∗ is expressed as [7]:

p(f(θ∗)|G, y, θ∗) = N(f(θ∗), cov(f(θ∗))) (6)

Among,

f(θ∗) = KT
∗ [S + σ2I]− 1y, cov(f(θ∗)) = K ∗ ∗ −K ∗ T [S + σ2I]− 1K∗ (7)

GP evaluates f(θ∗) with all historical observation points as conditions, and then uses the
posterior mean and variance of prediction to select the next set of superparameters on the basis
of balanced development and exploration acquisition functions.

Acquisition function

This section introduces the active strategy of selecting the next evaluation point in Bayesian
optimization: acquisition function, which is a functionα : χ×Θ→ R mapped from input space
χ, observation space R and hyperparameter space Θ to real space.

The function is constructed from a posterior distribution obtained from known observation
data sets D1:t, and the next evaluation point θt+1 is selected by maximizing its guidance:

θt+1 ∈ maxx∈χαt(θ;D1:t) (8)

This paper uses the promotion-based (Expected Improvement, EI) strategy [19], which per-
forms better. EI strategy has been proved to be effective in the evaluation of global optimization
of many black box functions.

The closed form of EI strategy in Gauss process is as follows:

aEI(θ;D1:t) = E[max(fmin − f(θ), 0)] (9)

fmin is the optimal solution based on observation set so far. Formula below describes the
balance between the development and exploration of new sampling points. If the standard
deviation of the prediction point is large, it means that the understanding of the point is small,
and it is worth exploring; if the mean value is large, it means that the point may be the maximum
point, which is worth developing. Because the initial sampling data is very few, the algorithm
will sample the points with large standard deviation; when the sampling points increase, the
standard deviation decreases, and the algorithm tends to the points with large sampling mean,
and eventually converges to the global optimal value.

3.2 Importance assessment of hyperparameter

Bayesian optimization algorithm obtains the optimal hyperparameter configuration of ma-
chine learning algorithm through two important steps: GP process and iteration of acquisition
function. However, due to the abstraction and black-box nature of its internal process, it is
impossible to analyze the importance of hyperparameters. In order to increase the interpretabil-
ity of the hyperparameters selected by Bayesian optimization algorithm and to understand the
importance ranking of the hyper-parameters of the algorithm itself, an N-RReliefF algorithm is
proposed to evaluate the importance of the hyperparameters.
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Relief algorithm

The Relief algorithm [17] was originally used in the field of feature selection. The main idea
of the Relief algorithm is to estimate the ability of this feature to distinguish adjacent samples
according to the degree of discrimination of each attribute to an instance. Relief’s process is to
randomly select an instance I in the training set, search for k instances Ij which are similar to
instance I, and the samples which belong to the same category with instance I in Ij are called
H, and the samples of different categories are called M [9].

The weight W [A] of attributes A are estimated according to the values of example I and H
and M in Ij , and the approximate values of the probabilistic difference shown in formula below
are obtained:

W [A] = P (diff.valueofA|nearestinst.fromdiff.class)−P (diff.valueofA|nearestinst.fromsameclass)
(10)

If instances I and H have different attribute values A, then attribute a separates two in-
stances from the same kind of instances, and the formula is expressed as reducing the weight
estimation W [A]. If instances I and M have different attribute values A, then attribute values a
separates two instances from different instances in a formula that correspondingly increases the
weight estimation W [A]. The bigger the weight of the feature is, the stronger the classification
ability of the feature is; on the contrary, the weaker the classification ability of the feature is [27].

Among them, the difference of attribute value A between different instances I1 and I2 in
W [A] is defined as [27]:

dif(A, I1, I2) = 0, value(A, I1) = value(A, I2)1, value(A, I1) 6= value(A, I2) (11)

The above formulas can be further calculated as follows:

dif(A, I1, I2) =
|value(A, I1)− value(A, I2)

max(A)−min(A)
(12)

N-RReliefF algorithm

The importance of hyperparameters of machine learning algorithm is evaluated. The input data
used are the hyperparameter configuration and performance data of machine learning algorithm.
On such data sets, performance data are continuous values, and can not be calculated using the
latest samples of the same or different types presented in Relief. In order to solve this problem,
RReliefF [23] introduces the probability of two different instances to determine whether two
instances belong to the same class. The probability definition can simulate and predict the
relative distance between two instances. RReliefF is currently mainly used in the field of feature
selection. This section improves and fuses the RReliefF algorithm and proposes an N-RReliefF
algorithm to evaluate the importance of the interaction between hyperparameters.

The main idea of the N-RReliefF algorithm for evaluating the importance of hyperparameters
is to estimate the contribution of each hyperparameter to performance according to the degree
of influence of each hyperparameter on performance. The N-RReliefF algorithm consists of two
parts. The first part is to evaluate the importance of a single hyperparameter. In the training set,
we randomly select a hyperparameter configuration instance I and select k instances Ij which
are similar to the instance I. In order to judge whether the instance Ij and I belong to the same
class, we introduce probability simulation and prediction of the relative distance between the two
instances [24], as shown in formula below. Among them, θ denotes the probability of different
hyperparameter values, PdifA denotes the probability of different categories in similar instances,
PdifC denotes the probability of different categories in similar instances, and PdifC|difA denotes
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the probability of different categories in similar instances with different hyperparameter values.

PdifA = P (difvalue (θ) |similarinstance) P difC = P (difprediction|similar instance) (13)

According to conditional probability:

PdifC|difA = P (difprediction|difvalue(θ) similar instance) (14)

Combined formula (11) is available:

W [θ] = PdifC|difA× PdifAPdifC − (1− PdifC|difA)× PdifA1− PdifC (15)

Repeat the above process k times to get W [θ], and evaluate the importance of a single
hyperparameter according to the weight W [θ].

The second part is to measure the importance of hyper-parameters and understand the
influence of the interaction between hyperparameters on the performance of machine learning
algorithm. The N-RReliefF algorithm divide the contribution of the hyperparameters by the sum
of all the contributions of the hyperparameters to normalization to calculates the importance of
the hyperparameters.

The formula is defined as (17):

W [θm&θn] =
eW [θm]+W [θn]

e
∑
W [θ]

(16)

θm and θn denote two different hyperparameters, and
∑
W [θ] denotes the sum of the importance

weights of all hyperparameters.
This formula is a distortion of the normalization formula, which can more stably evaluate

the influence of the interaction between hyperparameters on the performance. The whole pro-
cess of the N-RReliefF algorithm is as follows: firstly, the contribution (weight) vector of each
hyperparameter to the performance is calculated, the elements in the vector are accumulated,
the importance of each hyperparameter is sorted by the accumulated value, and t significant
hyperparameters are selected to enter the candidate subset of the hyperparameter, thus the it-
eration process begins. In the iteration process, the importance weights between the significant
hyperparameters are calculated, and the importance weights between all the hyperparameters
and the hyperparameters are finally output.

The flow chart of the algorithm is shown in algorithm 1.
In the algorithm, Ndc, NdA[θ] and NdC&dA[θ] represent weight vectors of different predicted

values (line 8), weight vectors of different attributes (line 10), and weight vectors of different
predicted values and attributes (line 11). The algorithm calculates the importance weight W [θ]
of each hyperparameter in line 16. Hlist denotes the most important first t hyperparameters.

Variables d(i, j) (lines 8, 10, 11) are used to measure the distance between two instances Ri
and Ij . The basic principle is that closer instances should have greater impact:

d(i, j) =
d1(i, j)∑k
l=1 d1(i, l)

d1(i, j) = e−(
rank(Ri,Ij)

σ
)2 (17)

rank(Ri, Ij) is the ranking of distance between instance Ij and instance Ri. σ is used to control
distance, which is customized by users. Because the expected results can be interpreted by
probability, divide the contribution of each instance in k-nearest neighbor instance by the sum of
all K contributions to normalization. The reason for using rankings instead of actual distances is
that actual distances are related to specific issues, and by using rankings, we ensure that recent
instances always have the same impact on weights.
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Algorithm 1 N-RRelief algorithm
1: Input: A training set Dtrain consisting of a hyperparameters set G(θ1, .., θn) and performance

set C(c1, .., cn), Dtrain = ((θ1, c1), (θ2, c2), ..., (θn, cn));
2: Output: Weight evaluation vector W of Interaction between hyperparameters.
3: Initialize Ndc, NdA[θ], NdC&dA[θ], w[θ], Hlist to 0.
4: for i = 1 to m do
5: Random selection example Ri;
6: Selecting k Neighbors Ij ;
7: for j = 1 to k do
8: NdC = NdC + diff(C,Ri, Ij) · d(i, j);
9: for θ = 1 to n do

10: NdA[θ] = NdA[θ] + diff(θ,Ri, Ij) · d(i, j);
11: NdC&dA[θ] = NdC&dA[θ] + diff(C,Ri, Ij) · diff(θ,Ri, Ij) · d(i, j);
12: end for
13: end for
14: end for
15: for θ = 1 to t do
16: W [θ] = NdC&dA[θ]/NdC − (NdA[θ]−NdC&dA[θ])/(m−NdC);
17: According to the importance weights of hyperparameters from high to low, and taking

the first t into the set of hyperparameters, calculate the interactive importance of hyperpa-
rameters in Hlist:

18: for a = 1 to t do
19: for b = a+ 1 to t do
20: W [θm&θn] = eW [θm]+W [θn]

e
∑
W [θ] ;

21: end for
22: end for
23: end for
24: Return W [θ] and W [θm&θn]
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The N-RReliefF algorithm evaluates the importance measure of the interaction between hy-
perparameters, assigns a weight value to each hyperparameter, and evaluates how the weight is
affected by the hyperparameters, so as to determine a series of the most important algorithm hy-
perparameters. Hyperparameters with large weight and hyperparameters combination indicate
that the adjustment of these hyperparameters is very important to the performance of machine
learning algorithm, while other hyperparameters with small weight mean that even if the hy-
perparameters are adjusted repeatedly, the influence on the performance of machine learning
algorithm is not great. When the computational resources are limited, we can focus on adjusting
the hyperparameters with large weights. For the hyperparameters with small weights, we can
use their default values in machine learning algorithm. When sufficient computing resources are
available, it is still recommended to adjust all hyperparameters. N-RReliefF algorithm can iden-
tify important hyperparameters in machine learning algorithm. The results can guide Bayesian
optimization algorithm to optimize the hyperparameters and improve the performance and effi-
ciency of the algorithm.

4 Experiment

The experiment in this section is divided into two parts. The first part is to analyze the
performance of several hyperparameter optimization algorithms in machine learning hyperparam-
eter optimization process through experiments, and select the best performance hyperparameter
optimization algorithm, using its hyperparameter configuration history data to evaluate the im-
portance of hyperparameter experiments; the second part is to use the N-RReliefF algorithm
based on the hyperparameter configuration history data obtained from experiments. Evaluate
the importance of super parameters and combinations of machine learning algorithms and ob-
tain a series of super parameters which have a significant impact on the performance of the
algorithms. Bayesian optimization algorithm is used to validate the effectiveness of the results
obtained by N-RReliefF algorithm, which further ensures that the importance ranking of the
machine learning algorithm is accurate.

4.1 Hyperparameter tuning

Experimental data and methods

In order to fully verify the superiority of Bayesian optimization algorithm, all experiments are
carried out on the data set from OpenML100 [3] this section. OpenML100 is a benchmark suite
that contains 100 data sets from different domains and 500 to 1000 data points with balanced
distribution.

Two classification methods were analyzed on data sets from OpenML100: SVMs [5] and
Random Forest [15]. For SVMs [5], two types of kernels are analyzed: radial basis function and
sigmoid kernels. All algorithms use the same data pretreatment steps, including interpolation
of missing data and coding of discrete features by One-Hot-Encoding. Support Vector Machine
(SVM) is sensitive to the proportion of input variables, so it is necessary to standardize the input
variables.

After data pretreatment, each classification method is optimized by using grid search, ran-
dom search and Bayesian optimization algorithm. In order to ensure that the hyperparameter
optimization method does not produce any deviation because of the configuration space of the
hyperparameter, this section uses the same type and range of hyperparameter for the three hyper-
parameter optimization methods. The hyperparameter types and ranges of the two algorithms
are shown in Tables 1 and 2.
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Table 1: Hyperparameter configuration space in SVM algorithm

SVM hyperparameters Types Configuration space Default value
complexity float [0.001, 1000.0] [1.0]

coef0 integer [0.0, 10.0] [0.0]
gamma float [2−15, 23] [2−15]
shrinking categorical true, false [true]
tolerance float [10−5, 10−1] [10−2]
imputation categorical mean, median, mode [mean]

Table 2: Hyperparameter configuration space in random forest algorithm

Random forest hyperparameter Types Configuration space Default value
split criterion categorical entropy, gini [entropy]
bootstrap categorical true, false [true]

max.features float [0.1, 0.9] [0.1]
min.samples leaf integer [1, 20] [1]
min.samples split integer [2, 20] [2]

imputation categorical mean, median, mode [mean]

Experimental results

Table 3 and 4 show the SVMs performance results of different hyperparameter tuning meth-
ods under the RBF kernel function and sigmoid kernel function, respectively. Table 5 shows
the performance results of random forest algorithm under different hyperparameter optimization
methods. In order to increase the credibility of the results, this section uses 100 data sets from
different domains to verify the average results of each index of SVMs and random forest algo-
rithm using default parameters, grid search parameters, random search parameters and Bayesian
optimization algorithm parameters. The experimental results show that Bayesian optimization
algorithm can obtain the optimal performance and running time in the process of SVMs and
random forest algorithm optimization.

Table 3: Average performance results of the SVM (RBF) algorithms under different hyperpa-
rameter tuning algorithms

Parameter adjustment method Precision F1 − score Recall Runtime
No (using the default value) 0.22 0.30 0.47 1.8s

Grid search algorithm 0.78 0.80 0.78 40.3s
Random search algorithm 0.82 0.82 0.82 28s

Bayesian optimization algorithm 0.94 0.92 0.94 18.2s

Table 4: Average Performance Results of the SVM (sigmoid) Algorithms under Different hyper-
parameter Tuning Algorithms

Parameter adjustment method Precision F1 − score Recall Runtime
No (using the default value) 0.54 0.37 0.49 2s

Grid search algorithm 0.80 0.82 0.81 42.9s
Random search algorithm 0.85 0.83 0.81 30s

Bayesian optimization algorithm 0.95 0.94 0.94 20.1s
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Table 5: Average performance results of the random forest algorithms under different hyperpa-
rameter tuning algorithms

Parameter adjustment method Precision F1 − score Recall Runtime
No (using the default value) 0.87 0.89 0.87 2.5s

Grid search algorithm 0.93 0.93 0.90 45.2s
Random search algorithm 0.94 0.93 0.93 35.3s

Bayesian optimization algorithm 0.98 0.97 0.97 25.5s

4.2 Importance assessment of hyperparameter

In Section 4.1, two classifiers use hyperparameter optimization N-RReliefF algorithm to
generate a large number of hyperparameter configuration and performance data (including the
optimal hyperparameter configuration and performance) during the operation process. These
data are used to evaluate the importance of hyperparameter in the two classifiers.

Each classifier is shown by a figure and a table. Fig. 2 shows the average hyperparameter
importance of hyperparameter and hyperparameter combination by bar graph. The X axis rep-
resents the hyperparameter and hyperparameter combination name, and the Y axis represents
the hyperparameter importance weight. The higher the weight, the greater the impact of hyper-
parameters or combinations on performance. If it can not be adjusted to the appropriate value,
the accuracy of the algorithm will be reduced.

Figure 2: N-RReliefF algorithm evaluate hyperparameter and combination importance-
SVM(RBF kernel)

Table 6 uses the Bayesian optimization algorithm to fix the two most important hyperpa-
rameters (using their default values) and adjust the other hyperparameters according to the most
important hyperparameters selected by the N-RReliefF algorithm. The performance and run-
ning time of hyperparameter optimization are compared when all hyperparameters are adjusted
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and only the first three hyperparameters with great importance are adjusted according to the
algorithm.

Table 6: Bayesian optimization algorithm to adjust the performance of different
hyperparameters-SVM(RBF kernel)

Hyperparameters Precision F1 − score Recall Runtime
Fixed Gamma 0.35 0.32 0.35 16.3s

Fixed Complexity 0.75 0.70 0.72 15.8s
Adjust all hyperparameters 0.94 0.92 0.94 18.2s
Adjust N-RReliefF and

select top three hyperparameters 0.92 0.92 0.90 9.4s

SVM results: Fig. 2 and Fig. 3 analyze two kinds of kernel functions of SVMs, RBF
kernel function and sigmoid kernel function, respectively. The experimental results clearly show
that the most important hyperparameter in both cases are gamma, and the second important is
complexity. This conclusion is validated by the experiments of different hyperparameter adjust-
ment by Bayesian optimization algorithm: the hyperparameter gamma without optimizing, even
if all other hyperparameters are adjusted, the classifier will get the worst performance, so it is
the most important hyperparameter, complexity is the second. In addition, the performance of
Bayesian optimization algorithm adjusting the first three important hyperparameters according
to N-RReliefF algorithm is not different from that of adjusting all the super-parameters, and the
optimization time is greatly accelerated. Fig. 3 shows that the interaction between hyperparam-
eters Gamma and Complexity is more important than that of Complexity itself when using the
sigmoid kernel. Experience shows that Gamma and Complexity are important hyperparameters
in SVM (see Table.7).This paper uses a wide range of data sets to provide systematic validation
for traditional experience. The least important hyperparameter for SVM’s accuracy is whether
to use shrinkage heuristic algorithm. The purpose of this hyperparameter is to reduce computing
resources rather than improve prediction performance. According to the criteria for calculating
the impact of hyperparameters on performance, its importance weight accords with the actual
results.

Table 7: Bayesian optimization algorithm to adjust the performance of different
hyperparameters-SVM(sigmoid)

Hyperparameters Precision F1 − score Recall Runtime
Fixed Gamma 0.60 0.62 0.66 15.3s

Fixed Complexity 0.75 0.75 0.73 16.2s
Adjust all hyperparameters 0.95 0.94 0.94 20.1s
Adjust N-RReliefF and

select top three hyperparameters 0.93 0.92 0.93 10.2s

Results of the random forest algorithm: Fig. 4 shows the experimental results of the
random forest algorithm. The performance of the random forest algorithm is contributed by a
small number of hyperparameters. Min. sample leaf and Max. features are the most important
hyperparameters (see Table.8). In the experimental process, bootstrap is the most important
hyperparameter on only a few data sets. The split criterion is the most important parameter
in the data set ’scene’. Similarly, the experimental results are consistent with the Bayesian
optimization algorithm validation experiment and manual parameter adjustment experience.

The final conclusion: For all classifiers, the performance changes in most cases depend
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Figure 3: N-RReliefF algorithm evaluate hyperparameter and combination importance-
SVM(sigmoid)

Table 8: Bayesian optimization algorithm to adjust the performance of different
hyperparameters-random forest

Hyperparameters Precision F1 − score Recall Runtime
Fixed Gamma 0.92 0.90 0.90 20.3s

Fixed Complexity 0.93 0.92 0.92 18.9s
Adjust all hyperparameters 0.98 0.97 0.97 25.5s
Adjust N-RReliefF and

select top three hyperparameters 0.96 0.95 0.95 13.5s

on a small number of hyperparameters. In many cases, the same set of hyperparameters can
be applied to different data sets that have the same domain and similar data characteristics.
Therefore, it is necessary to understand the importance of hyperparameters in many cases,
such as setting the default value of the algorithm, analyzing the automated hyperparameter
optimization program and so on. In addition, understanding the importance of hyperparameters
is a scientific attempt in itself, and can also provide guidance for algorithmic developers.

More interestingly, the experimental results show that the hyperparametric interpolation
strategy has little effect on the performance of the classifier. In people’s experience, the inter-
polation strategy is important, but this experiment shows that for interpolation, which strategy
has little effect on the results.

It should be noted that the results provided in this section do not mean that only adjusting
the most important hyperparameters and combinations is sufficient. Although Hutter [16] and
others have shown that this can indeed lead to faster improvements, they also say that when
there are enough computing resources, it is still recommended to adjust all hyperparameters.
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Figure 4: N-RReliefF algorithm evaluate hyperparameter and combination importance-random
forest

5 Conclusion

In this paper, we compare the performance of Bayesian optimization algorithm, grid search
and random search on several datasets. The results show that Bayesian optimization algorithm
is superior to other two algorithms in classifier performance and running time. At the same
time, N-RReliefF algorithm is used to determine the importance of the interaction between
hyperparameters and hyperparameters on 100 data sets. The results show that the same hy-
perparameters have similar importance on different data sets. For SVMs, the hyperparameters
Gamma and Complexity are the most important, and for random forest, Min. sample leaf and
Max features are the most important. In order to verify the experimental results, Bayesian op-
timization algorithm optimizes different hyperparameters for each classifier. The results of this
experiment are consistent with those of N-RReliefF, and to a large extent with popular views.
A surprising result of this analysis is that data interpolation strategy has little impact on perfor-
mance, which may be limited to the interpolation strategy used in this experiment. It is further
proved that this conclusion needs to be studied as a whole and other interpolation strategies are
added.

Future work will analyze which values of important hyperparameters are important, and
provide users with the range and information of hyperparameters that can achieve better per-
formance. In addition, it can be extended to regression and clustering algorithms to provide
useful experimental support for the field of machine learning algorithm hyperparameter tuning
optimization. In addition, the algorithm will be extended to the field of in-depth learning to
optimize various network models (e.g. CNN, RNN models) and determine the importance of
hyperparameters.
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Abstract: In the application of bioinformatics, the existing algorithms cannot be
directly and efficiently implement sequence pattern mining. Two fast and efficient bio-
logical sequence pattern mining algorithms for biological single sequence and multiple
sequences are proposed in this paper. The concept of the basic pattern is proposed,
and on the basis of mining frequent basic patterns, the frequent pattern is excavated
by constructing prefix trees for frequent basic patterns. The proposed algorithms
implement rapid mining of frequent patterns of biological sequences based on pattern
prefix trees. In experiment the family sequence data in the pfam protein database is
used to verify the performance of the proposed algorithm. The prediction results con-
firm that the proposed algorithms can’t only obtain the mining results with effective
biological significance, but also improve the running time efficiency of the biological
sequence pattern mining.
Keywords: Bioinformatics, frequent patterns, biological sequence, pattern prefix-
tree, data mining.

1 Introduction

Bioinformatics is a new comprehensive cross discipline involving biology, mathematics,
physics, informatics and computer science. It plays a vital role in the development of life science,
and becomes the frontier of life science research. The core issue in bioinformatics is genome
informatics which includes the obtaining, processing, storing, assigning and explaining of the
genome information. By using computers and network as tools, based on the mathematical the-
ory, methods and technology, genome informatics studies the biopolymers include the sequences,
structures and functions of DNA and protein. The key issue in genome informatics is to under-
stand the meaning of the order in nucleotide sequences, namely, to understand the exact locations
of the genes in the chromosome and the functions of the DNA segments. These are very vital in
the research of disease gene of people, the function of gene and the designing of pharmacy. To
achieve those goals, pattern mining in biological data is the critical techniques [3, 7, 9].

Biological individuals have their particularity in the process of evolution, because a part of
the sequence or region in the organism will affect the survival of the entire organism. Therefore,
these sequence patterns will remain well-conserved in the evolutionary process. One of the vital
contents of current biological sequence data analyzing is to mine proper biological sequence
patterns. So far, researchers have proposed a large number of biological sequence pattern mining
algorithms. These algorithms mainly find the following patterns in biological sequences:

Copyright ©2019 CC BY-NC
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(1) Repeat patterns in a biological sequence. For example, some continuous repeating pat-
terns appeared in the DNA sequence called Tandem Repeats (TRS). It has been proved that
these TRS play a key role in the evolution of genes. In the evolution of living individuals, using
repeated sequences can help the formation of new genes [13]. Conversely, the generation of some
human diseases may be caused by mutations in repeated sequences, such as DiGeorge syndrome,
Williams syndrome, musculoskeletal muscular dystrophy [15], etc. However, we still do not fully
understand these TRS and their biological functions. Therefore, finding and studying the re-
peat sequences in DNA sequences are very important for the establishment of repeat sequence
databases and the unknown functional identification of biological sequences. In general, the
above problems are included in the frequent pattern mining of biological single sequence.

(2) Conservative patterns in multiple biological sequence sets. Some sequence regions in the
process of genetic variation in organisms will affect the survival of organisms, so these sequences
will be highly conserved during the entire evolution of organisms. For example, most or even all
of the sequences from the same family sequence set (such as the protein family) often contain
conserved sequence pattern regions that play a vital role in the structure and function of protein
[2]. Important functional sequences (transcription factor binding sites), which would be generally
located in upstream region of co-expressed gene sequence, tend to be more conserved and can
regulate the expression of genes [17]. These examples can all be seen as mining their conservative
patterns in multiple biological sequences.

(3) Sequence patterns with different frequencies appear in sequences in multiple biological
sequence sets. A repeating sequence is called a copy. In the human population, there are often
differences in the number of repeats (the number of copies) of the repeat sequence, known as
repeat copy number polymorphisms. This feature is widely used in genetic diversity analysis,
individual identification, genetic diagnosis, genetic mapping and other applied research. For
example, Saghai et al. conducted an experiment to verify the polymorphism through the RFLP
linkage map [16]. In the experiment, they compared and analyzed the conserved regions covering
24% of rice gene sequences and 17 conserved regions covering 31% of barley gene sequences. They
found that 72% of single copy genes in barley were similarly expressed in rice in a single copy.
Similarly, about 60% of rice single-copy sequences are found in barley. This result shows that
the difference between the grass crops is caused by the difference in repeat sequences, not due to
structural differences in the genes. Excavating the repetitive patterns in the multi-sequences of
organisms and their frequency of occurrence in each sequence has guiding significance in genetic
recognition and so on [18]. This type of problem can be incorporated into the study of frequent
patterns mining of biological multi-sequences.

2 Related works

At present, there are two main kinds of computational methods for studying biological se-
quence pattern discovery. Each kind of algorithm has a different search strategy. One kind of
algorithm uses a heuristic search strategy and it is an approximate algorithm. In the artificial
intelligence field, most machine learning methods use heuristic algorithms. In sequence pattern
mining, such methods mainly include Gibbs sampling algorithm, EM method [11], MEME al-
gorithm [4] and so on. This kind of algorithm is usually an iterative process, and it gets better
solutions through iterations. In the algorithm, some approximate description of the sequence
pattern information is needed to determine the quality of a certain measurement standard. In
the iteration, the solution is optimized according to the criterion, and it is judged whether the
iterative termination condition is satisfied. The advantage of this kind of algorithm is that the
computational complexity is low and it is suitable for searching for a longer sequence pattern.
However, the disadvantage is that the solution it obtains may be a local optimal solution, and
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it may not be able to obtain a global optimal solution. However, a large number of application
practices have proved that such approximate solutions obtained by machine learning algorithms
can be used to solve practical application problems.

Since the frequent pattern mining was defined by Agrawal and Srikant in 1995 [5], related
research has become an important field of data mining and has received extensive attention from
researchers. They proposed many algorithms, some of which are suitable for efficient mining of
large-scale sequential patterns, such as SPADE, FreeSpan, Prefixspan, GSP, Apriori and so on.
However, biological sequences are different from sequence data such as transaction sequences.
When applying the above algorithm directly to biological sequence data, there are many difficul-
ties and problems to be solved. For example, the meaning of fuzzy matching between patterns
is difficult to understand, the mining results cannot meet the needs of biological research, some
pruning strategies or data structures cannot be effectively applied to biological sequence data, and
algorithm for data volume scalability. It is necessary for biological sequences to design frequent
pattern detection algorithms. The existing algorithms mainly have the following categories:

(1) Tandem Repeats mining algorithm. Tandem repeats are a special type of sequence
pattern, which is a subsequence that is arranged end-to-end in a DNA sequence, has repeating
units in a string, and has a frequency exceeding a certain threshold. Tandem Repeats include
Perfect Tandem Repeats (PTR), Longest Pattern Repeats (LPR), Approximate Tandem Repeats
(ATR) and so on. Jiang et al. in [8] proposed the definition of the LPR for the exact search for
new repeats, and designed an LPR search algorithm based on the subsequent array structure.
KurtZ et al. [10] gave REPuter algorithm that depended on the data structure of the suffix
tree. The repeated sequences are mined by pairwise alignment of subsequences. However, these
algorithms are still difficult to find for frequently occurring repeats in DNA sequences [1, 6]. In
addition, Won et al. proposed a mosaic silhouette algorithm to identify repeated sequences [19].

(2) Mining sequence models with conditional restrictions. In practical applications, we
often want to mine sequence models with conditional constraints based on the characteristics of
biological sequences and the needs of application problems. Such constraints usually include the
need to mine patterns of biological sequences that may contain intervals of any length, to allow
fuzzy matches between sequence patterns, and so on. The existing sequential pattern mining
algorithm with some constraints does not consider the biological sequence’s various constraint
features. Liao et al. proposed a two-stage algorithm that can mine sequence patterns containing
arbitrary length intervals [12]. The algorithm is divided into two phases: the first phase searches
for all short frequent patterns, and these is no gap in these patterns; the second phase generates
long patterns containing these short frequent patterns. The algorithm can use the short frequent
mode information to reduce the search time of the spaced global mode. Although the algorithm
can mine more sequence patterns that are more biologically meaningful, it takes more time to
generate long patterns.

(3) Frequent subtree mining. With the continuous expansion of data mining applications,
frequent patterns of mining objects are constantly diversified. There are sequences, transaction
itemsets, and complex data structures such as graphs and trees to adapt to web mining, biological
structure data mining semi-structured document mining. Therefore frequent subgraph mining
and frequent subtree mining have become important research fields in frequent pattern mining.
After several years of research, there have been some methods for mining frequent patterns such
as trees and graphs. In the research of frequent subtree mining algorithms, the identification
of tree isomorphism and the matching of tree patterns are the two key issues to be solved. In
the frequent subtree mining algorithm, it is determined whether the tree in the database has a
subtree that is isomorphic to a certain known tree. Let the tree in the database be T and the
known tree be P , |T|≥|P|. If there is a one-to-one correspondence between the vertices of P to
T , and the edges of the corresponding vertices have the same relationship, T is a subtree of P .
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In the tree pattern matching problem of biological data, the trees T and P are ordered trees,
and each vertex and edge have markers. At this point, the isomorphism of the subtree requires
that the corresponding vertices have the same mark [14].

3 Single sequence frequent pattern mining algorithm

3.1 Basic mode

First of all, it is stipulated that DNA sequences always consist of four characters A, C, G,
T and $ as the terminator. On this basis, the relevant definitions of patterns are given.

Definition 1. For alphabet Σ = {A,C,G, T}, pattern P =< p1, p2, . . . , pn > and pattern
P ′ =< p′1, p

′
2, . . . , p

′
n > are given, approximation degree is defined as follows:

Approximation degree
(
P, P ′

)
=

|E|
length(P )

where E = {j|p′j = pj , j = 1, 2, . . . , n}, it represents the set of same characters between two
patterns. The approximation degree takes into account not only the Hamming distance between
patterns, but also the influence of pattern length. Assuming that the Hamming distances be-
tween patterns are the same, the pattern lengths are 2 and 10, respectively, it is obvious that
if the pattern length is 10, it means that the two patterns are more similar. When the degree
approximation is 1, it means that the two patterns match perfectly.

Definition 2. For alphabet Σ = {A,C,G, T}, pattern P =< p1, p2, . . . , pn > and pattern
P ′ =< p′1, p

′
2, . . . , p

′
n > are given, Approximation match(P, P ′) represents whether pattern P

and pattern P ′ satisfy the minimum approximation specified by the user.

Definition 3. (Frequent approximation patterns). Given sequence S, pattern P =< p1, p2, . . . , pn >
is a frequent approximation pattern in sequence S if and only if

∑
E=1 Approximation match(P, P ′) ≥

m, where
(1) Pi is a substring of S,
(2) |Pi| = |P |,
(3) m represents the minimum frequent threshold specified by the user,
(4) For Pi = S[a . . . b], Pj = S[c . . . d], where i 6= j, if Approximation match(P, Pi)=1 and

Approximation match(P, Pi) = 1, then it must be b < c or d < a.

Definition 4. (Support of frequent approximation patterns). Given sequence S, pattern P =<
p1, p2, . . . , pn > is a frequent approximation pattern in sequence S, then we call

support(P ) =

∑n
i=1 Approximation match (P, Pi)

[length(S)/ length(P )]

as support of frequent approximation patterns P on sequence S. The higher the support
degree, the higher the frequency of pattern occurrence in the sequence. When the support degree
is 1, the pattern is a frequent and accurate pattern in the sequence.

Lemma 5. 0≤Approximation degree(P, P ′)≤1
It is obvious that Approximation degree(P, P ′)≥0, according to Definition 1, for pattern

P =< p1, p2, . . . , pn > and pattern P ′ =< p′1, p
′
2, . . . , p

′
n >, I = {i|p′i = pi, i = 1, 2, . . . , n}, it is

obvious that |I| ≤ length(P ), so Approximation degree(P, P ′)≤1.
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Lemma 6. 0≤sup(P )≤1
It is obvious that sup(P )≥0, according to definition of frequent approximation patterns, for

Pi = S[a . . . b], Pj = S[c . . . d], if Approximation match(P, Pi)=1, and Approximation match
(P, Pj)=1, then it must be b < c or d < a, so sup(P )≤1.

P is a frequent approximation pattern in sequence S, if there are m patterns P1, P2, . . . , Pm
in sequence S, where P1 = S [a1, a

′
1], P2 = S [a2, a

′
2], · · · , Pm = S [am, a

′
m] (a1 < a2 < · · · < am),

they are all satisfied Approximation match(P, Pi)=1, in order to maximize the number of non-
overlapping patterns in S sequence, the first non-overlapping pattern must be P1.

According to definition of frequent approximation patterns, |Pi| = |P |. let |P | = l, then
P1 = S[a1, a1+l−1], P2 = S[a2, a2+l−1], · · · , Pm = S[am, am+l−1]. If the first non-overlapping
pattern is not S[a1, a1 + l − 1], it is the i-th S[ai, ai + l − 1], where ai > a1. If ai+1 − ai ≥ l,
then the second non-overlapping pattern is S[ai + 1, ai+1 + l− 1]. If ai+1− ai < l, then ai+2 and
ai are compared, if ai+1 − ai < l, then ai+3 and ai are compared, until ak+1 − ai ≥ l. So the
second non-overlapping pattern is S[ak, ak + l− 1]. And so on, the n-th non-overlapping pattern
is obtained.

Obviously, the second non-overlapping pattern will not overlap with the first non-overlapping
pattern. Because ai > a1, it doesn’t overlap with pattern S[a1, a1 + l − 1]. The method can
be used to clip candidate patterns and quickly find frequent approximate patterns satisfying
conditions.

3.2 Basic mode table

After getting all the basic patterns of a sequence S, a basic pattern table of S can be
constructed. For ease of searching, it needs to sort all the basic patterns of S by the lexicographic
order of the characters in |Σ|.

For example, for basic pattern of S="yxzxxyzyxy", after sorting, it can get the basic schema
list of S, it is shown in Table 1. In Table 1, each item is in the form of (Num, Sm, loc), where:
Num represents the number of item; Sm represents the basic pattern; loc is starting position of
the basic pattern Sm in S.

Table 1: Basic mode table for S

Num Sm loc
1 x 3
2 xy 7
3 xyzy 6
4 xz 3
5 y 9
6 yx 7
7 yxzxx 2
8 yz 4
9 zxxy 1
10 zyxy 6

Of course, there may be duplicates in the basic pattern, such as: S′="xxyxxyxyxy", the
basic pattern "x","yx" all appear twice, "x" appears 4 times. In this case, the above basic model
table can be improved and designed as shown in Table 2.

In Table 2, each item is still in the form of (Num, Sm, input, loc), but where loc is the set
of starting positions of the basic pattern Sm in S.
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Table 2: Basic mode table for S′

Num Sm loc
1 x 1 3
2 xy 1 3 6 8
3 y 9
4 yx 5 7
5 yxx 3

3.3 Construct basic frequent pattern prefix tree

Definition 7. For a basic pattern table, the basic pattern prefix tree which the basic pattern
table corresponds to is a rooted tree, whose path from root to each leaf node represents a basic
pattern. Every side of path represents a substring, which represented by edges of the same
node do not have the same prefix. A basic pattern is achieved through sequentially arranging
substrings represented by edges on the path in the basic pattern prefix tree.

For the basic model Table 1, the basic pattern prefix tree shown as Figure 1 could be
constructed by using the above recursive algorithm.

Figure 1: The basic pattern prefix tree corresponding to S

In the tree, each node has a set of starting points {l1, l2, · · · , lk}. Its meaning is: x is the
substring represented by the edge of the node connected to its father node, then {l1, l2, · · · , lk}
represents the substring x in the initial position collection of S. For root node, {l1, l2, · · · , lk}
represents the set of initial position of the empty string in S, that is, the collection {1, 2, · · · , |S|}
for all positions in S.

By the above analysis and its definition, a novel recursive algorithm to construct a basic
pattern prefix tree is designed. Starting from root node, the prefix subtree is constructed layer by
layer for each vertex. The core is to apply the following node-extend(S, d) extension algorithm
to a node. Since we need to calculate displacements for the set of starting positions in this
algorithm, we define the addition of sets and numbers for this purpose.
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Definition 8. Given the set t = (t1, t2, · · · , tk) and the number l, their addition result is a set:
t+ l = {t1 + l, t2 + l, · · · , tk + l}.

The node’s extension algorithm node-extend(S, d) establishes a prefix tree with d as the
root for collection S of basic pattern string sets. The basic pattern table of the string H is
S(H), then constructing the basic pattern prefix tree of H is the following recursive called Node-
extend(S(H), root).

3.4 Pruning of the basic pattern prefix tree

Using the basic pattern prefix tree, basic frequent patterns can be mined. Firstly, we trim
the basic pattern prefix tree as follows. If loc={l1, l2, · · · , lk} and loc is less than minloc sup in
a pattern (Num, Sm, loc), the node and the subtree rooted from the node can be subtracted.
Because in a pattern, if its subpattern is not frequent, then according to the nature of Apriori
algorithm, the pattern itself must not be frequent. If a basic pattern is not frequent, all patterns
including it would be certainly not frequent. Deleting infrequent nodes and their subtrees in the
basic pattern prefix tree will delete the infrequent subpatterns.

Given loc sup is 2, after pruning the basic pattern prefix tree in Figure 1, the prefix tree
which is shown as Figure 2 can be obtained.

Figure 2: Prefix tree after pruning

From the prefix tree we can know that the original string. The frequent patterns in
S="aabaababab" are: the frequency of "a" is four, the frequency of "b" is four, the frequency
of "c" is two, the frequency of "ab" is two, and the frequency of "ba" is two.

3.5 General frequent pattern mining

The basic frequent mode is limited to that there is no letter in the mode that is the same as
the start letter. The above basic pattern prefix tree can only mine the basic frequent mode, and
cannot mine the general frequent mode. In order to enable it to mine general frequent patterns,
we designed a general frequent pattern detection algorithm based on basic sub-pattern prefix tree.
The algorithm is a recursive algorithm. From root node, every node is model-expanded layer-by-
layer. The kernel of the algorithm will be to apply the expansion algorithm Span(s, Es, a) to a
node. There is a pattern s, whose set of end positions in the string S is Es. In the basic pattern
prefix tree, the last node of the path of the pattern s is a. The algorithm could detect all the
frequent patterns prefixed by s.

In order to detect all frequent patterns in the string S, Span(Φ, E, root) can be called where
E = {1, 2, · · · , |S|}.In this way, the algorithm starts with an empty string, expands from tree to
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tree, and records the extended set of end positions at each layer. When extended to a leaf node,
it will return to the root node and continue to expand until the extended substring is infrequent.

By synthesizing the above several steps, the single sequence pattern mining for biological
data algorithm for single biological sequence mining can be obtained. The algorithm quickly
detects all basic frequent patterns firstly, and then implements pattern growth on this basis to
obtain all frequent patterns of the sequence.

The flow of the algorithm is defined as:

Algorithm 1

Step 1. A candidate pattern P is extracted from set C in turn, if pattern P is already in
the approximate frequent pattern set S, the next candidate pattern is selected. Otherwise, the
candidate pattern P is compared with other element C [index] of set C.

Step 2. If Approximation degree(P,C[index]) is greater than minimum approximation, then
the number of repetitions of candidate pattern P is increased by 1, index = index+ i. candidate
pattern P continues to compare with element C [index] of set C. Otherwise index = index+ 1,
candidate pattern P continues to compare with element C [index] of set C.

Step 3. Repeat step 2 until index is greater than or equal to the maximum subscript in
set C, repetition times and support degree of candidate pattern P are counted, if the repetition
times and support degree of candidate pattern P satisfy the specified minimum frequent thresh-
old m and the minimum support degree minsupport, then candidate pattern P is a frequent
approximation pattern and is added to the approximate frequent pattern set S.

Step 4. Repeat step 1 until every element in set C is taken out.

4 Multiple sequence frequent pattern mining algorithm

Above algorithm for mining single sequence frequent patterns can be extended for mining
multiple sequence frequent patterns.

Definition 9. Distribution Support was set a collection of biological sequences D and subse-
quences T , the number of sequences containing subsequences T in D is called the distribution
support of T . The distribution support degree of sub-sequence T is the quantity of sequences
containing subsequence T in D, denoted as dis supD(T ).

Definition 10. Given biological sequence set D and subsequence T , if the sub-sequence support
distribution dis supD(T ) is greater than or equal to mindis sup, T is said to be a frequent
pattern.

For understanding the process of constructing a multiple sequence basic model table and its
prefix tree easier, we would give the following definition:

Definition 11. (Set vector) There are vectors T = (T1, T2, · · · , Tn) where each Ti is a set, and
T is a set vector.

Definition 12. (Support function of the set vector) For the set vector T , its support function
F (T ) is defined as the number of non-empty sets in T ,

F(T) = |{Ti|Ti 6= ∅; 1 ≤ i ≤ n}| . (1)

Definition 13. (Operation of set vector) If there are set vectors S = (S1, S2, · · · , Sn) and
T = (T1, T2, · · · , Tn), the intersection of the two vectors is defined as:

T ∩ S = (T1 ∩ S1,T2 ∩ S2, . . . ,Tn ∩ Sn) . (2)
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Definition 14. (Addition of Set Vectors and Numbers) With the set vector T = (T1, T2, · · · , Tn)
and the number l, there is

T + l = T1 + l, T2 + l, · · · , Tn + l. (3)

"+" represents the addition of sets and numbers as defined in Definition 3.

4.1 Multiple sequence basic pattern table

For the mining of multiple sequence frequent patterns, firstly we would intercept all the basic
patterns in each sequence, and then sort the basic pattern tables of each sequence to obtain the
basic pattern table of multiple sequences in the sequence set.

Suppose there are four sequences in the sequence set D. S1="xyzyxz", S2="xzyzx",
S3="yzyxyz", S4="xzyxyz". Algorithms 1 is invoked for each sequence. The basic mode table
for each sequence of D is shown as Table 3.

Table 3: Basic patterns of multiple sequences

Basic pattern table of S1

Num Sm loc
1 xyzy 1
2 xz 4
3 yxz 3
4 yz 3
5 z 5
6 zyx 6

Basic pattern table of S2

Num Sm loc
1 xy 4
2 xzyz 1
3 y 5
4 yzx 2
5 zxy 3
6 zy 2

Basic pattern table of S3

Num Sm loc
1 xyz 3
2 yx 4
3 yz 1 4
4 z 5
5 zyxy 2

Basic pattern table of S4

Num Sm loc
1 xyz 3
2 xzy 1
3 yx 2
4 yz 4
5 z 5
6 zyxy 3
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In order to mine multiple sequence frequent patterns, after we get the basic pattern tables
of multiple sequences, it must integrate the tables to get a merged multiple sequence pattern
table. For example, the basic pattern table of 4 sequences in Table 3 is integrated to obtain basic
frequent pattern table of multiple sequence sets similar to Table 1, it is shown in Table 4.

Table 4: Basic pattern table after merging

Num Sm loc set
1 x {1,5},{1,5},{4},{4}
2 xy {1},{5},{4},{4}
3 xyz {1},∅,{3},{3}
4 xz {4},{1},∅,{2}
5 xzy ∅,{1},∅,{1}
6 y {1,3},{2,5},{1,2,4},{2,4}
7 yx {3},∅,{2},{3}
8 yz {2},{2},{4},{4}
9 z {2,5},{1,3},{1,4},{2,4}
10 zx {2},{1},{2},{3}
11 zyx {2},∅,{1},{1}
12 zyxy ∅,∅,{2},{1}

From Table 4 basic frequent patterns could be easily discovered. Let (Num,Sm,loc set) be
the term of a basic mode Sm, then the frequency of Sm is the support function F(loc set) of
the set vector loc-set. For example, if dis sup is set to 2, then according to Table 4 we can
easily tap out the basic frequent patterns: the frequency of "x" is four, the frequency of "xy" is
four, the frequency of "xyz" is three, the frequency of "xz" is three, the frequency of "xzy" is
two; the frequency of "y" is four, the frequency of "yx" is three, the frequency of "yz" is four;
the frequency of "z" is four, the frequency of "zy" is four, the frequency of "zyx" is three, the
frequency of "zyxy" is one.

4.2 Multiple sequence basic frequent pattern prefix tree

Assuming that the basic pattern table of the multiple sequence set D is D(H), then con-
structing the basic pattern prefix tree of D can invoke the node’s extension algorithm. The
algorithm is a recursive algorithm that can be invoked with node-extend (D(H), root). In con-
trast to the mining of single sequence frequent patterns, the "+" in the "(P ’,loc+|xi|)" of the
algorithm represents the set vector and number defined in the Definition of 12.

Since the basic patterns in Table 4 are all frequent patterns, the following recursive algorithm
is used to construct the following multiple sequence basic frequent pattern prefix tree.

Assume that there are k sequences 1, 2, · · · , k in D. In the tree, each side of x represents
a character or substring; x is connected to the node in the direction of the leaf is b, there is
a set vector T (b) = (T

(b)
1 , T

(b)
2 , . . . , T

(b)
k ) on b node represents the mode prefixed with x in each

sequence in D. T bi = {l1, l2, . . . , lki} is the collection of initial positions of x in sequence Si.
A basic frequent pattern in Table 4 can be obtained by sequentially arranging the characters
represented by the nodes on the path from root to every leaf node.

By synthesizing above several steps, multiple sequence pattern detection for biological data
algorithm for multiple biological sequence frequent pattern mining can be obtained. The algo-
rithm quickly detects all basic frequent patterns firstly, then implements pattern growth on this
basis to obtain all frequent patterns of sequence set. Algorithm’s framework is as follows:
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Figure 3: The basic frequent pattern prefix tree corresponding to D

Algorithm 2

Multiple sequence pattern mining for biological data algorithm
Input: Biological sequence S, minimum local support mindis sup;
Output: All frequent pattern sets Freq set;
Begin
1. For each sequence Si in S do
2. Intercept(S); /* The intercept algorithm is used to get all the basic pattern string sets H of
sequence S.*/
3. Sort(Smi, S′′mi); /* Using the algorithm, the basic schema table Si(H) in order of lexicographic
order can be gotten.*/
4. End For
5. Merge the basic schema tables of multiple sequences and sort them.
6. The basic pattern frequency table of multiple sequence sets is constructed and all basic
frequent pattern sets H are extracted;
7. Node-extend (S(H), root) is recursively called to construct the basic frequent pattern prefix
tree T ;
8. MFreq-Mining(S, root);
End.

5 Experimental results and analysis

In order to verify effectiveness of the algorithm, two sets of experiments were compared.
First set of experiments compares the traditional algorithm with the proposed two fast and
efficient biological sequence pattern detection algorithms. It is mainly used for verifying that
these algorithms change with the supportability threshold, which has little impact. The second
set of experiments compares the traditional algorithm with the proposed algorithms to verify
that the proposed algorithms in this paper have better elapsed time efficiency under the same
supportability threshold.

Under the same biological sequence set, with the increasing of support threshold, running
time changes of Prior, BioPM, and the single sequence frequent pattern mining algorithm are
shown in Figure 4.



Frequent Patterns Algorithm of Biological Sequences
based on Pattern Prefix-tree 585

From Figure 4, it can be seen that the elapsed time of each of the three algorithms will
gradually decrease with increasing of the support threshold. However, overall elapsed time of the
single sequence frequent pattern mining algorithm changes steadily, and it is obviously smaller
than the other two algorithms. Especially when the threshold is small, the Apriori algorithm will
generate a large number of candidate modes and interference modes during the mining process,
which inevitably leads to a high complexity of the space-time of the algorithm. Similarly, the
BioPM algorithm needs to construct a projection database frequently during the mining process,
and there are also a large number of short-term generations, which greatly affects the efficiency of
algorithm. The single sequence frequent pattern detection algorithm starts from length of basic
pattern. It prunes basic pattern prefix tree in the process, avoiding the generation of a great
quantity of short biological patterns and candidate patterns to speed up the operation speed and
improve the efficiency.

Figure 4: The relation between support threshold and average elapsed time

The following experiment is used to verify that the single sequence frequent pattern mining
algorithm has better excavation efficiency under the same support degree threshold. The ex-
perimental data were from 10 families in the Pfam protein database. The same or similar part
of the length is selected as the test set, and set a 15% support threshold for them. From the
100-sequences, the sequence was gradually increased. The patterns were mined using the BioPM
and the single sequence frequent pattern mining algorithm respectively, and the overall time of
pattern mining of all sequences was obtained. As the number of sequences increases, the overall
elapsed time trends of the two algorithms are shown in Figure 5.

From Figure 5, it can be seen that under certain fixed support threshold conditions, the
running time of both the BioPM algorithm and single sequence frequent pattern mining algorithm
will increase as the quantity of sequences increases. However, running time of the single sequence
frequent pattern mining algorithm is much smaller than that of the BioPM algorithm, and the
trend of change is always stable. The reason is that the BioPM algorithm needs to construct
a projection database frequently during the mining process and also a large number of short-
term generations causes the complexity of the algorithm’s space-time and increase the efficiency.
However, the single sequence frequent pattern mining algorithm is to start frequent pattern
mining from the basic pattern length, which avoids the elapsed time overhead of generating a
great quantity of short patterns.

Because classic Apriori algorithm, BioPM algorithm, and multiple sequence frequent pattern
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Figure 5: The relationship between the number of sequences and the time

detection algorithm are deterministic algorithm of multiple sequence frequent patterns, the set
of frequent patterns mined for the same biological sequence collection and support threshold is
exactly the same. In order to verify the performance of the multiple sequence frequent pattern
mining algorithm, two sets of experiments were conducted and then compared based on the
experimental results. In the first set of experiments, these algorithms are compared with the
multiple sequence frequent pattern mining algorithm to verify that the multiple sequence frequent
pattern mining algorithm is less affected by changes in the support threshold. The second set of
experiments compares the BioPM algorithm, the MBioPM algorithm, and the multiple sequence
frequent pattern mining algorithm. It is verified that under the same premise (with the same
support threshold), the elapsed time efficiency of the multiple sequence frequent pattern mining
algorithm is better, and it has superior excavation performance.

Through the group of experiments, it can be confirmed that the multiple sequence frequent
pattern mining algorithm is affected less by the change of the support threshold set by the user.
Experimental data were sampled from 3 families in the Pfam protein sequence database (G-
alpha, Calici Coat, Glyco hydro 19). A subset of the same or similar lengths (out of a total of
50) are selected as test sets to ensure that this algorithm is suitable for different types of sequence
sets. Under each of the specific support conditions, 50 sequences of data were tested using four
algorithms respectively. Under the same set of biological sequences, as the support threshold is
increased, the elapsed time changes of the Prior, BioPM, MBioPM, and the multiple sequence
frequent pattern mining algorithm are shown in Figure 6.

From Figure 6, it can be seen that the elapsed time of the four algorithms will gradually de-
crease as support threshold increases. However, the trend of overall elapsed time of the multiple
sequence frequent pattern mining algorithm is relative stability, especially when the threshold
becomes small, the elapsed time will be obviously less than the other three algorithms. The main
reason for this result is that the Apriori algorithm will generate a great quantity of candidate
modes and interference patterns during mining process, which will inevitably lead to a higher
complexity of the space-time algorithm; the BioPM algorithm requires frequent construction of
the projection database during the mining process, and there are also a large number of short-
mode generations, which greatly affect the efficiency of the algorithm; the multiple sequence
frequent pattern detction algorithm is started from length of basic model to avoid generating
a great quantity of short biological models, through the merge operation can quickly basic fre-
quent pattern detection and use basic frequent pattern prefix tree for pattern growth to improve
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Figure 6: The relation between support threshold and average elapsed time

efficiency.
The set of experiments is used to verify that the multiple sequence frequent pattern mining

algorithm has better excavation efficiency under the same support degree threshold. The ex-
perimental data were from 10 families in the Pfam protein database. The same or similar part
of the length is selected as the test set, and set a 15% support threshold for them. From the
100-sequences, the sequence was gradually increased. The patterns were mined using the BioPM
and the multiple sequence frequent pattern mining algorithm respectively, and the overall time of
pattern mining of all sequences was obtained. As the number of sequences increases, the overall
elapsed time trends of the two algorithms are shown in Figure 7.

Figure 7: The relationship between the number of sequences and the time

From Figure 7, under the conditions of a certain fixed support threshold, the elapsed time
of the three algorithms for comparison will increase without exception with the increase of the
number of sequences. However, it can be noted that the elapsed time of the multiple sequence
frequent pattern mining algorithm is more stable, especially when the model is longer, the overall
time is significantly less than the other two algorithms. It is due to the fact that the BioPM
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algorithm needs frequent construction of the projection database during the mining process,
and there are also a large number of short-term generations that cause the complexity of the
algorithm’s space-time and increase the efficiency. For the MBioPM algorithm, since each time
a frequent pattern of k-class length is mined, the existing pattern needs to be compared with
the buffer pattern one by one. At the same time, the buffer area needs to be cleared and opened
repeatedly during the pattern growth. These will definitely reduce the speed of the algorithm.
The multiple sequence frequent pattern mining algorithm starts frequent pattern mining from
the basic pattern, avoids the runtime overhead of generating a great quantity of short patterns,
and at the same time uses basic frequent pattern prefix trees for pattern growth after fast mining
to obtain basic frequent pattern string sets to avoid "interference patterns". The generation of
the mining efficiency of the algorithm has been greatly improved.

6 Conclusion

According to the characteristics of biological sequence patterns and mining requirements,
fast and effective biological single sequence and multiple sequence pattern mining algorithms are
proposed in this paper, respectively. First of all, the concept of the basic pattern of the sequence is
defined. The algorithm can connect the basic patterns of the sequence to obtain the basic pattern
table of the sequence. For multiple sequences, the basic pattern table of multiple sequences can be
obtained through the merge operation. Based on the basic model, overall basic frequent patterns
could be easily detected. In order to mine general frequent patterns, a basic frequent pattern
prefix tree is constructed based on a single or multiple sequence basic frequent pattern table, and
the general frequent pattern mining is quickly implemented using the set vector operation, which
improves the mining efficiency. At the same time, the use of pruning technology avoids producing
a great quantity of unnecessary short patterns. The analysis results of the experiment show that
the two proposed algorithms significantly improve the mining efficiency of the biological sequence
model, especially can get better mining results in the case of a small support threshold.
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Abstract: Many trust-aware recommendation systems have emerged to overcome
the problem of data sparsity, which bottlenecks the performance of traditional Col-
laborative Filtering (CF) recommendation algorithms. However, these systems most
rely on the binary social network information, failing to consider the variety of trust
values between users. To make up for the defect, this paper designs a novel Top-N rec-
ommendation model based on trust and social influence, in which the most influential
users are determined by the Improved Structural Holes (ISH) method. Specifically,
the features in Matrix Factorization (MF) were configured by deep learning rather
than random initialization, which has a negative impact on prediction of item rating.
In addition, a trust measurement model was created to quantify the strength of im-
plicit trust. The experimental result shows that our approach can solve the adverse
impacts of data sparsity and enhance the recommendation accuracy.
Keywords: recommendation system, matrix factorization, trust, social influence,
deep learning, top-n recommendation.

1 Introduction

The dawn of the big data era has brought abundant information resources. However, hu-
man beings are sometimes provided with too much information, that is, faced with information
overload. To solve the problem, many portals and e-commerce systems have adopted recommen-
dation systems to push the desired information to users. These systems learn users’ preferences
from their historical behaviors, aiming to recommend the items meeting their interests and needs.

CF is one of the most popular and successful personalized recommendation algorithms. The
algorithm discovers the preferences of users by mining the data on their historical behaviors,
divides the users into different groups based on their preferences, and recommends similar items
to users in each group. The recommendation accuracy of the CF hinges on two issues: inferring
user preferences from historical data, and identifying similar users or items. The traditional CF
algorithm faces two major challenges, namely, data sparsity and cold start. Many methods have
been developed to cope with these challenges. Some scholars have introduced various auxiliary

Copyright ©2019 CC BY-NC
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data to improve the CF, including membership [7, 26], trust [2, 8, 14, 23, 27, 28] and other social
information [5, 21,25].

With the development of social networking, it is increasingly convenient to acquire the data
on social relationship. Against this background, a series of trust-based approaches have been pro-
posed and applied in various domains, making up an integral part of recommendation algorithms.
Trust relationship, closely related to social information, is a hotspot in the research of recom-
mendation systems. In social networks, users always prefer the items recommended by those
they trust. Therefore, trust-aware recommendation can greatly improve the recommendation
effect of sparse users (i.e. data sparsity), leading to better user experience and enhanced loyalty.
Based on trust propagation mechanism, Jamali and Ester [10] designed a MF-based model for
recommendation in social rating networks (SocialMF). The potential feature vectors of target
users were described as the weighted average of their trustee’s feature vectors, which significantly
reduced the recommendation error, especially for cold-start users. Guo et al. [8] extended the
SVD++ algorithm [14] into the TrustSVD algorithm, which achieves excellent recommendation
effect through considering the explicit trust relationship of the target user. The above studies
fully demonstrate the promotion effect of the trust relationship on recommendation accuracy.
However, these trust relationships are single and incomplete.

The observations on real-world datasets like FilmTrust, Epinions and Ciao reveal two prob-
lems of trust relationship: (1) the trust relationship may be implicit due to privacy concerns,
resulting in the sparsity of trust information; (2) the trust value is usually binary, i.e. each
trusted friend has the same impact on the target user, which goes against the reality.

Therefore, the existing trust information can not fully mine the implicit user preference
information in social networks. It is necessary to accurately measure the trust relationship, and
examine its role in item recommendation.

The user behavior in the social network is also greatly affected by social influence. The
behavior or opinion of a person is easily affected by influential users, who seem to be authoritative.
To study user behavior, it is both necessary and difficult to analyze the influence of different
users out of the massive information in the social network.

The social influence analysis [18] refers to the evaluation of the impact of each user against
his/her information or social behavior by a certain standard, with the aim to identify those with
significant impact in his/her group or the social network.

In fact, the analysis of social influence has attracted much attention from scholars engaging in
sociology, management, information science, and economics [1,12,13,15,22]. For example, Kitsak
et al. [13] empirically investigated social networks and email networks, and divided network nodes
by k-kernel decomposition to different levels from the edge to the core, revealing that the most
influential nodes are not necessarily the most connected nodes, i.e. those with high betweenness
centrality, but those with high k-shells. Nevertheless, in the field of recommendation system,
trust plays an important role, and social influence is neglected by most researchers, although it
is also a key factor affecting the behavior of social network users.

Our research is mainly motivated by two issues. On the one hand, the existing trust-based
recommendation methods usually use the binary trust relationship of social networks directly to
improve the recommendation quality, seldom considering the difference and potential impact of
trust intensity among users, and also can not fully tap the implicit user preference information
in social networks, which can not achieve good recommendation effect in the case of sparse trust
data.

On the other hand, the existing recommendation systems rarely utilize social influence, de-
spite its significant impact on user behavior in the social network. To overcome these two defects,
this paper fully excavates the implicit social relationships among users in the social network, and
propose a top-N item recommendation algorithm which fusion of trust and social influence, called
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Factored user and item Similarity Model with Trust and social Influence based on Deep learning
(FSTID). The architecture of our recommendation algorithm is shown in Fig. 1. Finally, the
proposed algorithm was proved more accurate and effective than other recommendation methods
on three datasets (Epinions, Ciao and FilmTrust).

Figure 1: The architecture our recommendation algorithm

There are four main contributions of this research:

(1) A novel trust measurement model was conducted to quantify the implicit trust in social
network. The trust value covers three aspects, namely, user interaction, item rating and user
preference. The combination of the two kinds of relationship between trust and similarity are
compact, which are effective to solve the extreme data sparsity of recommendation system. In
addition, our model has played a significant positive role correspond to accurate positioning
neighbor users.

(2) The ISH method was proposed to pinpoint the key nodes, i.e. the most influential users, in
the social network.

(3) Considering the influence of user trust and social influence on recommendation, an innovative
top-N recommendation model with the incorporation of user and item similarity, trust and
social influence is proposed. Besides, Deep Autoencoder (DAE) technology was employed to
optimize the initial values of the latent features for MF.

(4) Many top-N recommendation algorithms were compared through experiments on three real-
world datasets. The comparison shows that our approach can alleviate the sparse problem
of rating data to a certain extent and obtain more reliable recommendations.

The remainder of this paper is organized as follows: Section 2 details the construction of
our algorithm; Section 3 compares our algorithm with other top-N recommendation algorithms
through experiments; Section 4 puts forward the conclusions and foretells the future research.
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2 Model construction

This section introduces the overall framework of the FSTID and details the four key stages
of the method in seven steps. Before presenting the FSTID, a new trust measurement model
was first established, the ISH method was employed to identify the most influential nodes in the
social network, and the DAE was adopted to extract user and item feature vectors.

Let U = {u1, u2, · · · , um} be the set of m users, I = {i1, i2, · · · , in} be the set of n items,
R = [ru,i]m×n be the binary matrix of the item ratings by the user (ru,i = 1 means user u has
purchased or rated item i; otherwise, user u has not purchased or rated item), G = (V,E) be the
graph of social network (V is the set all nodes (users) and E is the set of all edges), and < i, j >
be the edge from node i to node j, that is, the trust relationship between users i and j.

2.1 Overall framework

Figure 2: The overall framework of the FSTID

As shown in Fig. 2, the procedure of the FSTID algorithm roughly contains four key stages:
the calculation of trust value, the identification of influential users, feature extraction, and top-
N recommendation. Firstly, the trust value is computed based on the initial trust value and
preference degree of each user, forming the trust network. Then, the ISH is adopted to identify
the key nodes in the social network, and allocate them into the set of influential users. After
that, the features of users and items are extracted by the DAE.

Finally, the CF is applied to predict the item ratings, and provide personalized recommen-
dation. The four stages are implemented in seven steps:

(1) Calculation of trust value
Step 1: The trust value of each user is initialized based on his/her interaction information

with others. The term interaction is defined as two users rating on the same item i.
Step 2: Considering the mutual influence between trust value and interactions, and the

users’ tendency to trust those who have interacted successfully on their favorite items, the author
measured the user preference over different items by preference degree.

Step 3: Based on user preference over item i, different weights are assigned to items in each
interaction, then generate the final trust value, and the trust network is formed after filtering
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out the weak trust relationship.
(2) Identification of influential users
Step 4: The constraint value of each node is computed according to the topology of its

neighbors in the directed trust network. Taking the constraint value as the indicator, the impor-
tance of each node is evaluated and recorded as "influence". Finally, the most influential users
are determined and allocated to the same set.

(3) Feature extraction
Steps 5 and 6: By using DAE to learn users’ behaviors without supervision so that the

high-dimensional, sparse users’ behaviors can be compressed into low-dimensional, dense users
and items feature vectors. Compared to initial features, these features are no longer sparse, but
also more representative.

(4) Top-N recommendation
Step 7: Combining the user similarities and item similarities, we introduce trust users and

influential users to predict rating and offer personalized recommendation for users

2.2 Calculation of trust value (Steps 1 3)

The trust value can be expressed as T = [tu,v]m×m, where tu,v is a nonzero element indicating
the existence of social relationship between users u and v. In the real world, the trust relationship
of most online social networks, e.g. Facebook, Epinions and Flixster, is usually represented in
binary form (0 or 1), which is not exactly the same as the trust relationship of users.

This subsection sets up a novel trust measurement model, regardless if the trust value obeys
explicit distribution. First, two assumptions were put forward: (1) an interaction is defined
as two users perform a rating on the same item; (2) the trust value comes from cumulative
experience of subjective individuals. Under these assumptions, the trust value can be initialized
as:

Init(u, v) =
min(|Iu

⋂
Iv|, Du)

Du
(1)

where Iu
⋂
Iv is the number of interactions between users u and v, i.e. the number of items

rated by both users; Du =
√
|Iu| is an adjustable threshold specifying the minimum number of

interactions between the two users that fully trust each other. The trust relationship is not a
stable factor, which along with influence of interaction experience will be changed. A successful
interaction would increase the trust value and an unsuccessful interaction act oppositely. If both
users u and v have rated item i, then the interaction is successful if the two ratings are both
above or below the average rating of user himself:{

successful, (ru,i − ū) ∗ (rv,i − v̄) > 0
unsuccessful, (ru,i − ū) ∗ (rv,i − v̄) < 0

(2)

where ū and v̄ are the average rating of users u and v on all items, respectively.
The trust value differs with the preference degree of each user. Let Pre(u, i) be the preference

degree of user u over item i, Ui be the set of users that have rated item i, and o be a user in
the set Ui. Then, the similarity between users u and o can be calculated using the Pearson
correlation coefficient (PCC):

sim(u, o) =

1

2
+

∑
i∈Iu∩Io(ru,i − ū)(ro,i − ō)

2 ∗
√∑

i∈Iu∩Io(ru,i − ū)2
√∑

i∈Iu∩Io(ro,i − ō)2

 ∗ |Iu ∩ Io|
|Iu|

(3)

Pre(u, i) =

∑
o∈Ui sim(u, o)

|Ui|
(4)
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Based on the user preferences in successful or unsuccessful interactions, different weights
were assigned to different items. On this basis, the final trust value T (u, v) can be obtained as:

T (u, v) =

∑
i∈successful Pre(u, i)−

∑
i∈unsuccessful Pre(u, i)∑

i∈successful Pre(u, i) +
∑

i∈unsuccessful Pre(u, i)
∗ Init(u, v) (5)

2.3 Identification of influential nodes (Step 4)

In the social network, each user collects and disseminates information as a node. Some of
them are more influential than others. These key nodes are similar to Structural Hole (SH)
occupants in the competitive group theory proposed by Burt [3]. The SH occupants play a
key role in information exchange between the local groups and enjoys more opportunities and
options than other group members. Therefore, the author improved the SH method to integrate
the impacts of in- and out- degrees of neighbor nodes in the directed trust network. The ISH is
illustrated with an instance in Fig. 3 and Table 1. Here, the in-degree is defined as the number
of nodes pointing towards a node, and the out-degree has the opposite meaning.

The SH is generally evaluated by two indices: the betweenness centrality and the index
given by Burt himself. The former refers to Freeman’s betweenness centrality [6] for the overall
network and its extended form. If a node is on the shortest path of many pairs of other nodes,
then the node has a high betweenness centrality, and a high probability to be a SH occupant.
The latter involves four aspects: effective size, efficiency, constraint and hierarchy. Constraints
refer to the node’s ability to use SH in its own networks, which is more important than the other
three aspects. The calculation formula of constraint is as follows, describing the degree to which
a node in a network is directly or indirectly connected to other nodes:

C(i) =
∑
j∈Γ(i)

p(j, i) +
∑
q∈Γ(i)

p(j, q) ∗ p(q, i)

2

, i 6= q 6= j (6)

where Γ(i) refers to the nodes directly connected to node i in the undirected graph; p(j, i)
is the proportion of the energy that node i devotes to maintain its relationship with node j to
the total energy of node i. Since the trust network is a directed graph, Γ(i) was replaced with
T−i to describe the set of nodes pointing towards node i. The value of p(j, i) can be calculated
by:

p(j, i) =
Zji∑

j∈T−i
Zji

(7)

where Zji = 1 if < i, j >∈ E (otherwise, Zji = 0); p(j, i) +
∑

q∈Γ(i) p(j, q) ∗ p(q, i) represents
the time and energy that node i invests directly or indirectly to maintain its connection with
node j, when node j is the only node pointing to node i, the item reaches a maximum value of
1; this item reaches a minimum when there is no bridge node between node i and node j.

Based on the C(i) value obtained from Eq. (6), the number and closeness of neighbors
can be evaluated in a comprehensive manner. The C(i) value is negatively correlated with the
number of nodes pointing towards the target node, and positively with the closeness between
these nodes. If closely distributed, the nodes are less likely to acquire new information. On the
contrary, nodes with small constraint coefficients can promote information propagation.

Table 1 lists the constraint values of all nodes in Fig.3 (a), respectively calculated by the SH
and the ISH. During the calculation, any node with no node pointing towards it was neglected.
As shown in the table, nodes u4 and u7 have the same constraint value, i.e. the same influence.
The information flow theory [20] holds that the information on the Internet often propagates
to the opinion leader, before spreading to the others distributed in a wide range. In this sense,
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Figure 3: Two toy examples of trust network topological graph

Table 1: Constraint values of all nodes in Fig. 3(a) obtained by the SH and the ISH

C(i) u1 u4 u7 u8

SH 0.6667 0.3333 0.3333 1

ISH 0.5555 0.3333 0.0625 1

a node connected to multiple opinion leaders is likely to become an SH occupant. Taking the
in-degree of node as the evaluation standard for opinion leader, nodes u1, u4 and u7 with the
highest in-degrees must be opinion leaders, and play a greater role than the other nodes (e.g.
u8 and u9) in information dissemination. Among them, node u7 are connected to two opinion
leaders at the same time, indicating that it is more conducive to information dissemination than
nodes u1 and u4. In other words, node u7 is more likely to occupy an SH than the other two
nodes. The SH results in Table 1 are obviously unreasonable, as many important nodes are not
found. This is because the traditional SH only measures the relationship between a node and its
nearest neighbor, without considering that between the node and its two-hop neighbors.

For convenience, it is assumed that a key node j can boost the influence of the node i it
points towards. The nodes pointing away from node j were also taken into account. As shown in
Fig.3(b), the influence of node u6 is reduced due to the fact that the only node pointing towards
it u1 has a node pointing away from it u5. Therefore, the ISH integrating the impacts of in- and
out-degrees of neighbor nodes can be expressed as:

C(i) =
∑
j∈T−i

|T+
j |

|T+
j |+ |T

−
j |
∗

p(j, i) +
∑
q∈T−i

p(j, q) ∗ p(q, i)

2

, i 6= q 6= j (8)

where T+
j is the set of nodes pointing away from node j.

The validity of the ISH was tested with the instance in Fig.3(a). The test results are recorded
in Table 1. It can be seen that node u7, with the lowest constraint value, is the most influential
node. Both u1 and u4 had an in-degree of 3, yet u8, a node pointing towards u1, has a connection
with u5, which reduces the influence of u1 on u8. Thus, the influence of u4 is higher than that
of u1.
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After the constraint values of all nodes were obtained by Eq. (8), the top k% of users with
the smallest constraint values were selected as global influential users IU .

2.4 Feature extraction (step 5 and step 6)

Figure 4: The flowchart of feature extraction.

Considering the sheer number of users and items, the user vectors and item vectors were
respectively mapped by the MF to d-dimensional joint potential factor spaces Pd×m and Xd×n.
Explain intuitively that matrix P represents the preferences of m users on d topics, and X
represents the d topics which are concerned by users behind n items, then the rating matrix R
can be approximately expressed as the product of two matrices: R = P TX. Most MF-based
recommendations initialize P and X randomly and iteratively output local optimal solutions,
which depends heavily on the initial values [4]. This paper attempts to make more accurate
recommendations by mining out accurate feature vectors from the implicit features of the MF.
To this end, the DAE, a deep neural network, was adopted to compress high-dimensional, sparse
user behaviors into low-dimensional, dense feature vectors of users and items. This approach
provides good initial values to the network through unsupervised layer-by-layer pre-training,
and adjust the network weights by supervised fine-tuning training, making it possible to extract
key information from the data and form features [24].

The primary goal is to design an item-based (user-based) DAE to map the observed Ui(Iu)
into a low-dimensional potential (implicit) space, and then reconstruct Ui(Iu) in the output
space to learn advanced, abstract features. The entire workflow is illustrated in Fig.4. Let
S = [I1, ..., Ii, ..., Im] be the input. The specific steps of the DAE to extract user feature matrix
P are given below:

Step 1: Given an input S, let Wi ∈ Rd×m(i ∈ [1, L− 1]) be a weight matrix, bi ∈ Rd be the
bias vectors and σ(x) = 1

1+ex be the sigmoid formula. Then, the d-dimensional implicit feature
hi can be expressed as:

h1 = σ(W1S + b1) (9)
hi = σ(Wihi−1 + bi) (10)

Step 2: Given the weight matrix WL ∈ Rm×d between hidden and output layers, and bias
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vector bL ∈ Rm, the DAE can reconstruct the original data Ŝ from the hidden layer hL−1 by:

Ŝ = σ(WLhL−1 + bL) (11)

Step 3: The pretraining program of the DAE intends to minimize the objective function by
adjusting weight matrices W and bias vectors b:

L =
1

2m

m∑
i=1

∣∣∣Ŝi − Si∣∣∣2 +
λ

2
|W1|2 + . . .+

λ

2
|WL|2 (12)

where Ŝi and Si represent the i-dimensional vectors of Ŝ and S, respectively; |·|2 is the
squared L2 norm of vectors or matrices, i.e. the sum of squared dimensional values; the first factor
in objective function denotes the error which is employed to minimize the error of reconstructed
data Ŝi and original data Si; the other factors are regular terms used to prevent overfitting.

Step 4: Update weight matrix W in each iteration by:

W = W − l × ∂L

∂W
(13)

where l refers to learning rate. According to the above formula, bias vectors b update process
act in the same way.

The d-dimensional feature vector of the users and the items were obtained by repeating the
above steps to continuously optimize the model until the end of training.

2.5 Top-N recommendation agent (step 7)

Our approach FSTID, is based on the model proposed by Guo called Factored user and item
Similarity model with social Trust (FST) [9], which predict user u’s rating on item i through
four parts: (1) item bias bi; (2) the similarity between user u and another user v who has rated
item i: pTv qu, where pv, qu are the implicit feature vectors of users v and u, respectively; (3) the
similarity between item i and another item j which has been rated by user u: xTj yi, where xj
and yi are the implicit feature vectors of items j and i, respectively; (4) influence of any user u’s
trusted user w on targeted item i: pTwyi. The rating prediction formula can be expressed as:

r̂u,i = s|Ui−u|−β
∑

v∈Ui−u

pTv qu + (1− s)|Iu−i|−α
∑
j∈Iu−i

xTj yi + |Tu|−z
∑
w∈Tu

pTwyi + bi (14)

where Ui−u refers to the set of users having rated item i except user u; Iu−i refers to the
set of items having been rated by user u except item i; Tu is the set of users trusted by user
u; s ∈ [0, 1] is the relative importance of user similarity; α, β, z are parameters related to the
number of rated items, similar users and trusted users, respectively. Taking β for instance, β = 1
refers to the mean user similarity, item i will get a high rating only if all users in Ui−u are similar
to user u; when β = 0, this item calculates the sum of the similarities between user u and user
in Ui−u, which means that item i will get a high rating even if only a few users are similar to
user u. In conclusion, the probability of obtaining a high predictive rating decreases with the
increase of parameter β.

The above analysis shows the critical importance of the influential users’ ratings on item i.
In addition, Guo et al. [9] confirmed that the trustee of user u also affects user u’s rating on item
i. Thus, the rating prediction formula of the FST can be modified as:

r̂u,i =s|Ui−u|−β
∑

v∈Ui−u

pTv qu + (1− s)|Iu−i|−α
∑
j∈Iu−i

xTj yi + δ|T+
u |−z

∑
o∈T+

u

pTo yi+

(1− δ)|T−u |−z
∑
c∈T−u

pTc yi + |IU |−µ
∑
f∈IU

pTf yi + bi

(15)
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The trustees in the FST were divided into a set of trustees T+
u and a set of trustors T−u ,

aiming to disclose their impacts on the rating of item i. The parameter δ ∈ [0, 1] was adopted to
control the weights of the two types of users. When δ = 0, it represents the influence of trustees is
totally ignored. To the contrary, δ = 1 denotes only the influence of trustees is considered. µ ≥ 0
refers to the parameter of the number of influential users. For each influential user f ∈ IU , its
influence over item i is described by the inner product pTf yi. In addition, the model parameters
b, P,Q,X and Y can be trained by minimizing the objective function below:

J =
1

2

∑
u∈U

∑
i∈I+u ,j∈I−u

|(ru,i − ru,j)− (r̂u,i − r̂u,j)|2F +

λ

2
(|P |2F + |Q|2F + |X|2F + |Y |2F + |b|2F )

(16)

where U is the set of all users; I+
u and I−u respectively refers to the rated items and unrated

items of user u. For simplicity, parameter λ was taken as the regularization term in all cases.
The pseudocode for model learning is shown in Algorithm 0, where α, β, z, µ, s and δ are control

Algorithm 1 The learning algorithm of FSTID
Data:
U ← user set; R← user item matrix;T ← user trust matrix;
IU ← influential user set; P ← user feature matrix; X ← item feature matrix;
Input:
α, β, z, µ, s, δ, ρ, λ, η and iteration limitation L;
Output:
b, P, Q, X, Y

1: Initialize bias vector b with random values in (0, 0.01), and set Q = P, Y = X;
2: while J not converged or the number of iterations < L do
3: for all u ∈ U do
4: for all i ∈ I+

u do
5: Z ← sample(ρ, I−u )
6: Compute Loss J by Eq. (16)
7: Update bi, bj , qu, yi, yj , pv, xk, po, pc, pf according SGD:
8: bi ← bi − η × ∂J

∂bi
, qu ← qu − η × ∂J

∂qu
, yi ← yi − η × ∂J

∂yi
9: for all j ∈ Z do

10: bj ← bj − η × ∂J
∂bj
, yj ← yj − η × ∂J

∂yj

11: ∀v ∈ Uj−u, pv ← pv − η × ∂J
∂pv

12: end for
13: ∀v ∈ Ui−u, pv ← pv − η × ∂J

∂pv
, ∀k ∈ Uu−i, xk ← xk − η × ∂J

∂xk

14: ∀o ∈ T+
u , po ← po − η × ∂J

∂po
, ∀c ∈ T−u , pc ← pc − η × ∂J

∂pc

15: ∀f ∈ IU, pf ← pf − η × ∂J
∂pf

16: end for
17: end for
18: iteration number++
19: end while
20: return b, P, Q, X, Y

parameters, λ is the regularization parameter, η is the initial learning rate and ρ is the number of
samples. Firstly, ρ unrated items are selected randomly for each user to train the model (Line 6).
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Then, the parameters are optimized continuously in the training phase by Stochastic Gradient
Descent (SGD) (Lines 7-15) until the loss function converges or the preset maximum number
of iterations is reached (Line 3). Finally, the learning vectors and matrices are outputted (Line
20). As for comparative experiments, we will make detailed comparisons and explanations in
subsequent experiments to express the advantages of our algorithm.

3 Experiments and results analysis

This section carries out a series of experiments on three real-world datasets, trying to answer
the following questions:

(1) Does the ISH enjoy higher accuracy in identifying influential users than other influence
measurement methods?

(2) How do model parameters like α, β, z and µ affect recommendation accuracy?
(3) How does the number of influential users affect recommendation accuracy?
(4) Does the FSTID outperform the other advanced trust-aware recommendation algorithms

on typical sparse datasets?

3.1 Datasets and evaluation metrics

There real-world datasets were selected for our experiments, including FilmTrust, Ciao and
Epinions, which are currently well-known test data sets. Most trust-based recommendation
algorithms are used to test the performance of algorithms because they contain both user ratings
and trust relationships. FilmTrust is a dataset from a movie sharing website. The data entries in
the dataset are movie ratings based on a four-point scale. Ciao and Epinions are datasets from
two famous consumer review websites, on which users rate commodities against a five-point scale
and refer to others’ ratings before deciding on whether to purchase a commodity. As shown in
Table 2, all the three datasets are extremely sparse in nature.

Table 2: Specification of the used datasets

Data Set Users Items Ratings Density

Epinions 40163 139738 664824 0.0118%

Ciao 7375 99746 139738 0.0379%

FilmTrust 1508 2071 40163 1.14%

*Density= #Ratings
#Users×#Items

The 5-fold cross validation was adopted in our experiments. Each dataset was split randomly
into 5 equal parts. In each iteration, 1 part was selected as the test set and the other 4 parts
as the training set. The mean results of the 5 parts were taken as the final results. Different
from the evaluation of rating prediction, the top-N recommendation performance was measured
by two metrics: precision and F1-measure. F1-measure is the weighted average of precision and
recall rate (the proportion of all recommended items in the items rated by the target user).
Let U ′ be the set of users in the test set and RN (u) be the top-N items recommended to user
u. Then, the precision, recall rate and F1-measure under N recommended items, respectively
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denoted as P@N , R@N and F1@N , can be calculated by:

P@N =
1

|U ′|
∑
u∈U ′

|RN (u) ∩ Iu|
N

(17)

R@N =
1

|U ′|
∑
u∈U ′

|RN (u) ∩ Iu|
Iu

(18)

F1@N =
2 ∗ P@N ∗R@N

P@N +R@N
(19)

where N ∈ {5, 10} is the number of items recommended to the target user. The greater the
values of P@N and F1@N, the more accurate the top-N recommendation.

3.2 Social influence analysis

The Susceptible Infected (SI) epidemic model [15] was selected to evaluate the effects of
model parameters on recommendation results. Mimicking the virus propagation process, this
classic model is a mature method to simulate the transmission of information. In this model,
each network node either exists in the susceptible S status or in the infected I status. Once
infected, a susceptible node will irreversibly become an infected node, and transmit virus to its
neighbor nodes at the probability of γ ∈ (0, 1). In our experiments, the probability γ was set to
0.001 and the network nodes were initialized randomly. The influence of each network node on
the three datasets were evaluated by the parameter Si at transmission time t = 10. The mean
value of Si can be calculated by:

S̄i =
1

M

M∑
m=1

Si (20)

where M is the repeated times of node i.
Our method ISH was compared with the SH and the Degree Centrality (DC) in terms of the

social influence over the three datasets. The experimental results are presented in Fig.5, where
the x-axis is the calculated influence of each node and the y-axis is the actual influence of each
node.

The purple area in Fig.5 are low-impact nodes. The SH and the DC had almost the same
number of low-impact nodes on all three datasets. Comparatively, the SH nodes ranked lower
than the DC nodes, indicating that the SH enjoyed better effect than the DC. Meanwhile, the
ISH achieved the lowest proportion of low-impact nodes among the three methods. Most ISH
nodes concentrated in the second half of the ranking.

The red area in Fig.5 are high-impact nodes. By analysis of top-25 nodes, the number of
high-impact nodes calculated by DC, SH, and ISH are 18, 15 and 18 in FilmTrust; the number
of high-impact nodes is 8, 9, 11 respectively in Ciao and also is 9, 8, 10 in Epinions. The results
are very close, revealing that the node with higher degree is more important.

As shown in Fig.5, the ISH achieved the highest mean value on all datasets, that is, our
algorithm outperformed the other methods in identification. To sum up, the ISH can identify
the top k% influential users correctly, without mistaking low-impact users as high-impact users.

3.3 Effects of model parameters

Effect of parameters α, β, z, µ

The parameters α, β, z, µ respectively control the influence of item similarity, user simi-
larity, trustees, and influential users on the item ratings. To save time and space, the values of
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Figure 5: Correlation analysis of different methods and their actual influence. (a)-(c) Results on
FilmTrust; (d)-(f) Results on Ciao; (g)-(i) Results on Epinions.

these parameters were limited to a small set: 0.5, 1, 2 while the values of s and δ were fixed
at 0.5 in our experiments. For simplicity, only the five best P@10 results on each dataset are
listed in Table 3. Obviously, the different parameter configurations led to different results, and
the optimal parameters changed from dataset to dataset. The optimal values of α, β, z and µ
on Epinions, Ciao and FilmTrust were (0.5, 2, 2, 0.5), (0.5, 2, 0.5, 0.5) and (0.5, 1, 0.5, 0.5),
respectively. It can be concluded that the optimal combination is α = 0.5, β, z > 1 and µ < 1,
that is, the item similarity and influential users are more important than user similarity and
trustees.

Table 3: The five best P@10 results on each dataset.

Epinions Ciao FilmTrust
1 0.010486 (0.5, 2, 2, 0.5) 0.02378 (0.5, 2, 2, 2) 0.352258 (2, 1, 1, 0.5)
2 0.010467 (1, 2, 0.5, 0.5) 0.023609 (0.5, 0.5, 0.5, 0.5) 0.351964 (2, 0.5, 2, 2)
3 0.010379 (2, 1, 2, 0.5) 0.023411 (1, 2, 1, 1) 0.351948 (0.5, 1, 0.5, 1)
4 0.010243 (1, 2, 1, 1) 0.023396 (0.5, 2, 1, 0.5) 0.351819 (1, 1, 0.5, 0.5)
5 0.010231 (0.5, 2, 0.5, 2) 0.02336 (2, 0.5, 0.5, 1) 0.351775 (0.5, 0.5, 0.5, 0.5)

Effect of s and δ

The parameters s and δ from Eq.(15) respectively describe the relative importance of user
similarity and trustees on the prediction of item ratings. The value of s is positively correlated
with the impact of user similarity, while the value of δ is negatively correlated with the impact
of trustees. In our experiments, α, β, z, µ were set to the optimal values, while the values of
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s and δ were increased at a step of 0.1 in the range [0, 1]. Firstly, the value of s was set to
0.5 to obtain a series of results on δ and determine the value of δ. Then, the experiments were
conducted with s. According to the experimental results in Fig. 6, the value of P@10 was worse
than most other values at δ = 0 or δ = 1. This means the recommendation accuracy can be
improved effectively through the proper combination of trustors and trustees. This conclusion
also applies to parameter s. The value of s can be set to 0.3, despite the difference in its optimal
value on different datasets.
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Figure 6: The effects of s and δ on FSTID at P@10
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Figure 7: The effects of parameters k on FSTID at P@10

Effect of parameter k

The FSTID takes the top k% users with higher influence as influential users, as only a tiny
fraction of users in the social network have a great influence. To verify the impact of parameter
k on the recommendation performance, the value of the parameter was increased at the step of
1 in the interval [0, 10]. The experimental results are displayed in Fig. 7. It can be seen that
the optimal value of k was 2, 4 and 7 in Epinions, Ciao, and FilmTrust, respectively. Moreover,
the poorest result was observed on the three datasets at k = 0, i.e. ignoring influential users.
Hence, the consideration of influential users can indeed enhance the recommendation effect.

3.4 Comparison with other methods

Several top-N recommendation algorithms were selected to evaluate the effect of our method,
such as MostPop, FST, Group Bayesian Personalized Ranking (GBPR), the factored item sim-
ilarity model (FISM), and the FSTID-. The MostPop is the baseline method that ranks the
ratings of an item by popularity, i.e. how frequently the item is rated or consumed by the user.
Proposed by Guo et al., the FST [8] takes account of implicit user feedback, similarity and social
trust. The GBPR was improved from the Bayesian Personalized Ranking (BPR) by Pan and
Chen [16], which introduces the influence of social groups on user preference to enhance the item
recommendation quality. FISM is a top-N recommendation method based on item similarity
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proposed by Kabbur et al. [11]. The FSTID- removes the DAE pretraining from our approach
and randomly sets the values of P,Q,X and Y in the interval of (0, 0.01).

Table 4: Results of different methods at N=5 and 10. The optimal results are in bold characters.

Datasets N Metrics MostPop GBPR FISM FST FSTID- FSTID

Epinions

5 P@N 0.01169 0.009353 0.01147 0.01179 0.011888 0.01231
10 F1@N 0.01298 0.01103 0.01307 0.0133 0.013107 0.01402
5 P@N 0.009171 0.00756 0.00902 0.009187 0.009486 0.01024
10 F1@N 0.01305 0.01111 0.01315 0.01328 0.014431 0.01459

Ciao

5 P@N 0.02677 0.02228 0.02704 0.02741 0.027382 0.0283
10 F1@N 0.02436 0.02063 0.02495 0.02523 0.025442 0.02644
5 P@N 0.02142 0.01827 0.02141 0.02174 0.022376 0.02329
10 F1@N 0.02662 0.02116 0.02687 0.0272 0.028402 0.02914

FilmTrust

5 P@N 0.4170 0.4124 0.4171 0.4191 0.418567 0.4198
10 F1@N 0.4095 0.4051 0.4087 0.4099 0.411364 0.4116
5 P@N 0.3503 0.3470 0.3503 0.3514 0.352159 0.3532
10 F1@N 0.4518 0.4458 0.4516 0.4521 0.452825 0.4541

It can be seen from Table 4 that the FSTID achieved better results than the contrastive
methods on all datasets, proving that our approach can alleviate data sparsity and make re-
liable recommendations. Besides, the FSTID, which relies on the DAE to initialize the MF,
outperformed the FSTID-, revealing that the features extracted by the DAE are more suitable
than randomly generated features. On the other hand, FSTID- because there is no need to
utilize DAE for feature initialization, it has lower computational cost than FSTID, and in most
experiments it has achieved the best results compared with other approach except the FSTID
method, which indicates the effectiveness of the integration of social influences to improve the
recommended performance. Furthermore, the FSTID’s advantage over the other methods were
smaller on FilmTrust than Ciao and Epinions, due to the relatively small scale of FilmTrust.
This means the DAE can capture features more effectively in big data.

4 Conclusion

This paper proposes a novel factored similarity model for top-N recommendation based on
trust and social influence. Firstly, we quantify the trust value between users based on the user’s
interaction information and similarity, and finally build the user’s trust association graph. In
the process of calculating the trust degree, the penalty factor based on the common rating item
is added to reduce the accidental effect caused by the low number of common rating items,
which greatly increases the attack cost of malicious users, makes it difficult to become the
neighbors of target users, and effectively enhances the stability of the algorithm. Then, the
ISH was utilized to identify the influential users in a complex network. Moreover, the DAE
was adopted to compress high-dimensional, sparse user behaviors into low-dimensional, dense
vectors of user and item features. Compared with other top-N recommendation approaches, our
approach achieved excellent recommendation effects on three real-world datasets. The future
research will consider the dynamic changes in user preference and trust with the time of user
rating, and try to recommend items preferred by users in a timely manner.
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Appendix

In order to facilitate the reader to read better, we have listed the abbreviations used in this
article in lexicographic order, as shown in Table 5.

Table 5: Acronyms and Initialisms Dictionary.

Abbreviation Full name
CF Collaborative Filtering
DAE Deep Autoencoder
DC Degree Centrality
FISM Factored Item Similarity Model
FST Factored user and item Similarity model with social Trust

FSTID Factored user and item Similarity Model with Trust and social Influence
based on Deep learning

GBPR Group Bayesian Personalized Ranking
ISH Improved Structural Holes
MF Matrix Factorization
SGD Stochastic Gradient Descent
SH Structural Hole
SI Susceptible Infected
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