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Robust Fuzzy Sliding Mode Controller for Discrete Nonlinear Systems

Hafedh Abid, Mohamed Chtourou, Ahmed Toumi

Abstract: In this work we are interested to discrete robust fuzzy sliding mode
control. The discrete SISO nonlinear uncertain system is presented by the Takgi-
Sugeno type fuzzy model state. We recall the principle of the sliding mode control
theory then we combine the fuzzy systems with the sliding mode control technique
to compute at each sampling time the control law. The control law comports two
terms: equivalent control law and switching control law which has a high frequency.
The uncertainty is replaced by its upper bound. Inverted pendulum and mass spring
dumper are used to check performance of the proposed fuzzy robust sliding mode
control scheme.

Keywords: Nonlinear systems, Sliding mode, T-S fuzzy systems, Reaching law.

1 Introduction

Many of the industrial plants include nonlinearities or/and uncertainties. To reach the wanted per-
formances, using the classical theories, nonlinearities must be identified to calculate the appropriate
controller. The robust control theories is one of the techniques that permits to reach the desired perfor-
mances in presence of external or/ and internal disturbances. In addition to the stability, the tracking
problem must be solved independently of uncertainties. In the literature, many methods have been de-
veloped in continuous as well in discrete-time to solve the tracking problem for nonlinear systems. In
the last decade many researches combine classical techniques with intelligent one, such as sliding mode
with Neuronal systems or sliding mode with fuzzy systems [3][4], to benefit from the advantages of the
two control techniques.

The sliding mode control (SMC) was originally developed for variable structure systems in contin-
uous domain. Utkin [12] gives a thorough description of the sliding mode theory in continuous time.
Also, Slotine and Li [16] describe in detail continuous sliding mode controllers.

At the end of the twentieth century, the research of discrete time SMC has been attracted more atten-
tion, such as [6],[8],[9],[10], as for the implementation of the controller on a digital computer requires a
sampling time and the assumption of an infinite switching time does not hold any more.

The fuzzy systems have been combined with classical sliding mode control to provide robust stabil-
ity to the fuzzy controller. The combination of the two control principles, is called fuzzy sliding mode
control (FSMC), it provides an alternative to design a robust controller for nonlinear systems with uncer-
tainties [15],[14]. Our contribution in this work consists in presenting a new robust fuzzy sliding mode
controller based on the Takagi-Sugeno fuzzy state model for discrete nonlinear systems. This paper is
organised as follow. In Section 2, we recall the discrete Takagi-Sugeno type fuzzy state model for nonlin-
ear systems. Then, we describe the sufficient and necessary reaching conditions of sliding mode control
for discrete nonlinear systems in the first part of the third section ten, a fuzzy sliding mode controller
for discrete time of nonlinear systems is developed in the second part and tracking robust fuzzy sliding
mode control law is described in the third part. The simulation results of two nonlinear systems show
performances of the proposed FSMC in Section 4. Conclusions are drawn in the final section.

Copyright © 2006-2008 by CCC Publications
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2 Problem Statement and Fuzzy Systems

2.1 Problem Statement

Consider a class of discrete nonlinear SISO systems described by the following equations:





x1 (k +1) = x2(k)
xi (k +1) = xi+1(k)

xn (k +1) = f (X (k))+g(X (k))u(k)
y(k) = CX (k)

(1)

where, C=[1,0, ...,0], X (k) =
[

x1(k) . . . xn (k)
]T ∈ Rn it is the state vector that is assumed

to be observable.
We note that f (X (k)) and g(X(k)) represent two discrete bounded nonlinear functions of the nonlin-

ear SISO systems . They can be obtained from the continuous form by the first order discretized system
using Eulers approximation. In order for (1) to be controllable, it is required that g(X(k)) 6=0. If both
functions f (X(k)) and g(X(k)) in (1) are available for feedback, the feedback linearization control can
be used to design a well-defined controller, which is usually given in the form:

u(k) =
1

g(X (k))
(−KT E (k)− f (X (k))+ xnd (k +1)

)
(2)

where, the state vector X (k)and the desired state vector Xd (k) are defined as:

X (k) =
[

x1(k) . . . xn (k)
]T ∈ Rn ;Xd (k) =

[
x1d(k) . . . xnd (k)

]T ∈ Rn

E (k) represents the state tracking error, it is defined as: E (k) = X (k)−Xd (k), the vector K (k) =[
kn kn−1 . . k1

]T ∈ Rn will be chosen such that all roots of the following polynomial h(s) =
sn +k1sn−1 + ...+kn are situated inside the unit complex disc. In general case, the functions f (X(k)) and
g(X(k)) are badly known nonlinear functions so, the control law (2) cannot be implanted. To overcome
this difficulty, many approaches are used such as adaptive control, linearization around operating points,
fuzzy control. . . etc.

2.2 Discrete Takagi-Sugeno type Fuzzy Systems

The advantage of the T-S type fuzzy models is that their description permits the utilization of the
state representation, and by consequence to exploit the maximum of the potential relative to this repre-
sentation. The Takagi-Sugeno (T-S) type fuzzy model can be viewed as a natural expansion of piecewise
linear partition for nonlinear systems. The nonlinear system is represented as a collection of the fuzzy
IF-THEN rules, where each rule describes the local dynamics by a linear system model. The general
fuzzy model is achieved by fuzzy amalgamation of the linear systems models [1][2]. The ith rule of the
discrete fuzzy model has the following form:
ith plant rule :

IF Z1is µi1and...and Zn is µin T HEN X (k +1) = (Adi +∆Adi)X (k)+(Bdi +∆Bdi)u(k) (3)

where
{

µi j
}

are the fuzzy sets, Adi ∈ Rnxn and Bdi ∈ Rnxm are recpectively the ith state matrix
and the input matrix, c is the number of the IF-THEN fuzzy rules; u(k) is the input vector, Z (k) =[

Z1(k) . . . Zn (k)
]

are the premise variables they represent some measurable system variables,
they can be chosen as a state variables. For each rule Ri is attributed a weight wi(z(k)) which depends on
the grade of the membership function of the premise variables z j(k) in fuzzy sets µi j :
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wi (Z (k)) =
n
∏
j=1

µi j (Z j (k)) ; wi (Z (k))Â 0 ;for i = 1, ...,c;
c
∑

i=1
wi (Z (k))Â 0.

where, µi j (Z j (k)) is the grade of the membership function of Z j (k) to the fuzzy set µi j.

The discrete Takagi-Sugeno type fuzzy model is inferred as follows:

X (k +1) =

c
∑

i=1
wi (Z (k))((Adi +∆Adi)X (k)+(Bdi +∆Bdi)u(k))

c
∑

i=1
wi (Z (k))

(4)

The normalized weight is defined as which is presented as follow:

hi(Z (k)) = wi(Z(k))
c
∑

i=1
wi(Z(k))

; 0≺ hi(Z (k)) ≺ 1; i = 1, ...,c;
c
∑

i=1
hi (Z (k)) = 1.

The output of the discrete Takagi-Sugeno type fuzzy model for the uncertain nonlinear systems can
be inferred as:





X (k +1) =
c
∑

i=1
hi (Z (k))((Adi +∆Adi)X (k)+(Bdi +∆Bdi)u(k))

y(k) =
c
∑

i=1
hi (Z (k))CiX (k)

(5)

where Ci = [1, 0, 0, . . . , 0].
It is required that all Bdi(k) are different from zero to assure the controllability of (5).

3 Sliding mode control law and reaching conditions

Sliding mode control, first appeared in the Soviet literature, it has been widely recognized as a po-
tential approach to uncertain dynamical non-linear systems that are subject to external disturbances and
parameter variations [12].

In sliding mode control (SMC), the control action forces the system trajectories to cross a manifold
of the state space which is called the sliding surface designated by the designers [12]. The system
trajectories are then constrained to the sliding surface for all subsequent time via the use of high speed
switching controls. The most significant advantage of the sliding mode is robustness against changes in
system parameters or disturbances. The major disadvantage associated to the sliding mode control is the
chattering phenomena, because it can excite undesirable high frequency dynamics.

The sliding mode control comports three modes, namely, the reaching mode (RM), sliding mode
(SM), and steady-state mode (SS).

Let us describe the discrete sliding mode control however, only a few researches are interested by
discrete-time systems. A discrete version of SMC has a big importance when the implementation of the
control is realized by numerical components which need a sampling period to compute the appropriate
controller. It must be pointed out that the discrete version of SMC cannot be obtained from their continu-
ous counterpart by means of simple equivalence. Among the first which are interested by SMC problem
and used an equivalent form of the continuous reaching condition to give a discrete reaching condition
are Dote and Hoft [5].

[S (k +1)−S (k)]S (k)≺ 0 (6)

Milosavljevic [6] recommended the concept of the quasi-sliding mode and signalled hat condition (6) is
not sufficient for a discrete sliding mode control.
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Sarpturk, et al. [7], used the following reaching condition.

|S (k +1)| ≺ |S (k)| (7)

Furuta [8] used the equivalent form of a Lyapunov-type of continuous reaching condition to give the
discrete version.

V (k +1)−V (k)≺ 0 with V (k) =
1
2

(S (k))2 (8)

Weibing Gao et al. [9] pointed out that all these forms of reaching conditions are incomplete for a
satisfactory characterization of a discrete-time sliding mode. He suggests that the state trajectory of a
discrete sliding mode control system must have some attributes which form the basis of the discrete
sliding mode control, for more information see [9]:

3.1 Discrete fuzzy sliding mode control law

For a discrete SMC the following reaching law has been chosen:

S (k +1) = S (k)−qT S (k)− εT sgn(S (k)) ,with1−qT Â 0, ε Â 0,qÂ 0. (9)

The sliding surface is defined as: S (k) = GT X (k)
where GT is a constant row vector GT = [g1, ...,gn−1,1] such that all the roots of the following

polynomial are situated in the left-half open complex plane:
h(s) = sn−1 +gn−1sn−2 + ...+g1
The sliding Mode control comports two terms which are:equivalent control term and switching con-

trol term[3][5][7][12].
ug = ue +us (10)

The equivalent control law

In the first part we assume that : ∆Adi = 0nxn and ∆Bdi = [0, ...,0]T .

The switching function is defined as: S (k) = GT X (k)
The ideal quasi sliding mode satisfies: S (k +1) = S (k) = 0
We deduct :

0 = GT
c

∑
i=1

hi (Z (k))(Adi (k +1)X (k)+Bdi ue (k)) ; k = 0,1, ... (11)

The equivalent control term is given by:

ue (k) =−
(

c

∑
i=1

hi (Z (k))GT Bdi

)−1 [
GT

c

∑
i=1

hi (Z (k))Adi (k +1)X (k)

]
(12)

We assume that condition is hold:
(

c
∑

i=1
hi (Z (k))GT Bdi

)
6= 0

The switching control law

From the reaching law we can write:S (k +1)−S (k) =−qT S (k)− εT sgn(S (k))

S (k +1)−S (k) = GT
c

∑
i=1

hi (Z (k))(Adi (k +1)X (k)+Bdi u(k))−GT X(k) (13)
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If we compare the two latest equations we deduct the global control law:

ug (k) =−z−1

[
c

∑
i=1

hi (Z (k))
(
GT Adi (k +1)

)
X (k)− (1−qT )S(k)+ εT sgn(S (k))

]
(14)

where z=
(

c
∑

i=1
hi (Z (k))GT Bdi

)

From equations and we obtain the switching control term:

us (k) =−
(

c

∑
i=1

hi (Z (k))GT Bdi

)−1

[−(1−qT )S (k)+ εT sgn(S (k))] (15)

3.2 Robust fuzzy sliding mode Control law

Consider the discrete system in the perturbed condition. It will be described by the T-S type fuzzy
model . Where ∆Adi represents system parameters variation and ∆Bdi is the external disturbance for each

sub-model. We assume the matching conditions are satisfied: ∆Adi = Bdi
^

Adi and ∆Bdi = Bdi
^

Bdi

where,
^

Adi is a row vector and
^

Bdi is a scalar . They should be written as:
^

Adi =
[ −∆ai1 −∆ai2 . . . −∆ain

] ^
Bdi =−∆bi.

Then the equation (5) becomes:

X (k +1) =
c

∑
i=1

hi (Z (k))
(

AdiX (k)+Bdiu(k)+
^

AdiX (k)+
^

Bdi

)
(16)

However, the global control law will be expressed as:

ug (k) =−z−1

[
c

∑
i=1

hi (Z (k))
(
GT Adi (k +1)

)
X (k)+Γ− (1−qT )S (k)+ εT sgn(S (k))

]
(17)

where Γ = GT Bdi

( ^
AdiX (k)+

^
Bdi

)

In general case and are unknown, but their upper bound are known, so the last global control law can
not be implemented. However, to over com this difficulty we replace respectively the unknown terms
and by the following expressions:

Ai =

(√(
eig

(
^

AT
diup

^
Adiup

)))T

;Bi = ∆bimax.

^
Adiup =

[ −∆ai1max −∆ai2max . . . −∆ainmax
] ^

Bdiup =−∆bimax

We define a new set of perturbations and control parameters as follow:.

Sig = GT BdiAiX (k); Fig = GT BdiBi;

The choice of Sig and Fig is done to ensure that the sign of the incremental S(k) is opposite to the sign
of S(k).

The global control law will be expressed as:

ug (k) =−z−1

[
c

∑
i=1

hi (Z (k))
(
GT Adi

)
X (k)+Qi− (1−qT )S (k)+ εT sgn(S (k))

]
(18)

where Qi = (Sig +Fig)− (Sig +Fig)sgn(S(k))
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3.3 Tracking robust fuzzy sliding mode Control law

The tracking problem will be transformed into the stability problem. Indeed,S (k) = 0 represents an
equation whose unique stationary solution is . The tracking problem of the desired vectorXd comes back
to locate inside the quasi-sliding band width the sliding surface for all sampling time. The sliding surface
will be expressed as: S (k) = GT X̃ (k) where, X̃ (k) = X (k)−Xd (k)

The control law will be expressed as:

ug (k) =−z−1

[
c

∑
i=1

hi (Z (k))
(
GT Adi

)
X̃ (k)+Qi− (1−qT )S (k)+ εT sgn(S (k))

]
(19)

4 Illustration

To illustrate the performance of the presented approach, we choose inverted pendulum and Mass
spring damper which are widely used in the control literature of nonlinear system.

4.1 Inverted pendulum

The equations of system in continuous form are given by (20) [18]: where, x1 is the angle in radian
of the pendulum from the vertical axis; x2 is the angular velocity in rad/s; g is the gravity acceleration;
m and 2l are respectively the mass and the length of the pendulum; M is the mass of the cart and u is the
force applied to the cart. The nominal values of the parameters are: g= 9.81m/s2, m = 2 kg, M = 8 kg, 2l
=1m.





.
x1(t) = x2(t)

.
x2(t) = f (x1,x2)+g(x1,x2)u+d(t)

f (x1,x2) = mlx2
2 sinx1 cosx1−(m+M)gsinx1

ml cos2 x1− 4l
3 (m+M)

;g(x1,x2) = cosx1
ml cos2 x1− 4l

3 (m+M)

(20)

The membership functions for xi ∈ ]−π/2,π/2[are:
µ1i(xi) = 1−

∣∣∣ xi(k)
π/2

∣∣∣ and µ2i(xi) =
∣∣∣ xi(k)

π/2

∣∣∣ ,
The state matrices and input vectors for sub-systems are:

Ad1 =
[

1 0.01
0.1729 1

]
;Ad2 =

[
1 0.01

0.0936 1

]
,Bd1 =

[
0

0.0018

]
,Bd2 =

[
0

0.000052

]

∆Ad1up =
[

0 0
0.05229 0

]
, ;∆Ad2up =

[
0 0

0.028 0

]
,∆Bd1up = 0.0005; ∆Bd2up = 0.00002;

We have been chosen: q = 70;T = 0.01;ε = 0.1; GT = [10 1];

The figure 1 presents the simulation results of the behavior of variable state x1(k)and S(k) of inverted
pendulum for nominal system. The initial conditions are given by:X (0) = [π/3;0].

We present by the figures2, 3, 4, 5, 6 and 7 the simulation results of the behavior of the state vari-
ables x1(k),x2(k), the position and velocity error e1(k) and e2(k), the sliding surface and the control
law respectively of the inverted pendulum with parameters vary of an uncertain way in time.The initial
conditions are given by: X (0) = [−π/60;0] ;GT =[15 1], q=80, ε =1.5;

The function sign is replaced by the well known sat function which is defined as:
{

if S≺ 1
Φ ; sat = S

if Sº 1
Φ ; sat = sgn(S)
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Figure 1: Stabilization of X1(k) and the sliding surface S(k)

4.2 Mass spring damper

The Mass-spring-damper system is described in continuous time by the following equation [17]:

M1ẍ1(t)+ c1x1 (t)+ c2
·

x1 (t)+ c3x1 (t)+ c4x2
1 (t) =

(
1+ c5

( ·
x1

)3
(t)

)
u(t)

TheT-S fuzzy model is discribe by the following rules:
Rule 1: IFx1 is M11 and x2 is M12 THEN X (k +1) = Ad1X (k)+Bdi1u(k)
Rule 2: IF x1 is M21 andx2 is M22 THEN X (k +1) = Ad2X (k)+Bdi2u(k)
Rule 3: IF x1 is M31 and x2 is M32 THEN X (k +1) = Ad3X (k)+Bdi3u(k)
Rule 4: IF x1 is M41 and x2 is M42 THEN X (k +1) = Ad4X (k)+Bdi4u(k)

For nominal values of M1, c2, c3 and c4, matrices Ai and Bi are given by:

Ad1 = Ad2 =
[

1 0.01
−0.0001 0.99

]
;Ad3 = Ad4 =

[
1 0.01

−0.0023 0.99

]
;

Bd1 = Bd3 =
[

0
0.0143

]
,Bd2 = Bd4 =

[
0

0.0056

]
;

∆Ad1up = ∆Ad2up =
[

0 0
0 0.003

]
,∆Ad3up = ∆Ad4up =

[
0 0

0.0007 0.003

]
,

∆Bd1up = ∆Bd3up = 0.043; ∆Bd2up = ∆Bd4up = 0.0017;
The initial condition and parameters are chosen as:X (0) = [−π/60;0] ; GT =[15 1], T=0.01; q=70, ε

=0.15.
We present by the figures 8and 9 the simulation results of the behavior of the state variables x1(k),x2(k),
of the mass spring damper with parameters vary of an uncertain way in time.

We present by the figures 10, 11, 12 and 13 the simulation results of the behavior of the position
and velocity error e1(k) and e2(k), the sliding surface and the control law respectively of the mass spring
damper with parameters vary of an uncertain way in time.
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Figure 2: Evolution of x1 and x1d
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Figure 6: Evolution of the sliding surface

0 1000 2000 3000 4000 5000 6000 7000
−50

−40

−30

−20

−10

0

10

20

30

40

50
Evolution of the control law U    

k

Figure 7: Evolution of the control law
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Figure 8: Evolution of x1 and x1d.

0 200 400 600 800 1000 1200 1400 1600 1800 2000
−0.5

0

0.5

1

1.5
Evolution of X2 and X2d    

k

X2(k)
X2d(k)

Figure 9: Evolution of x2 and de x2d.



Robust Fuzzy Sliding Mode Controller for Discrete Nonlinear Systems 17

0 20 40 60 80 100 120 140 160 180 200
−0.25

−0.2

−0.15

−0.1

−0.05

0

0.05
Evolution of the position error    

k

Figure 10: Evolution of the position error

0 200 400 600 800 1000 1200 1400 1600 1800 2000

0

0.5

1

1.5

2

2.5
Evolution of the speed error    

k

Figure 11: Evolution of the speed error



18 Hafedh Abid, Mohamed Chtourou, Ahmed Toumi

0 200 400 600 800 1000 1200 1400 1600 1800 2000
−2

−1.8

−1.6

−1.4

−1.2

−1

−0.8

−0.6

−0.4

−0.2

0

Evolution of the sliding surface    

k
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5 Conclusions

In this paper we present a robust fuzzy sliding mode controller for discrete nonlinear systems. First,
we recall the discrete Takagi-Sugeno type fuzzy model, then the principe of the sliding mode control in
discrete time. The uncertainty are assumed to be verifie the matching conditions. We develop a robust
controller based on the sliding mode and the dynamic T-S fuzzy state model. The uncertainties are
replaced bye the bigger eigen-value of the upper bound matrices of uncertainties. The expressions in
discrete time of both equivalent control term and hitting term are developed. The tracking control law is
developed. Simulation results for inverted pendulum and mass spring damper with parameters variation
show the performance of the proposed control law.
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Electroglottographic Measures Based on GCI and GOI Detection Using
Multiscale Product

Aicha Bouzid, Noureddine Ellouze

Abstract: This paper deals with glottal parameter estimation such as local pitch and
open quotient from electroglottographic signal (EGG). This estimation is based on
glottal closing instants and glottal opening instants determined by a multi-scale prod-
uct of this signal. Wavelet transform of EGG signal is made with a quadratic spline
function. Wavelet coefficients calculated on different dyadic scales, show modulus
maxima at localized discontinuities of EGG signal. The detected maxima and min-
ima correspond to the glottal opening and closing instants called GOIs and GCIs. To
improve the estimate precision, we operate the multi-scale product of wavelet trans-
form coefficients of three successive dyadic scales. This processing enhances edge
detection. A Multi-scale product is a nonlinear combination of successive scales; it
reduces noise and spurious peaks. We apply cubic root amplitude on the product
to improve the representation of weak amplitudes. The method has a good repre-
sentation of GCI and a best detection of GOI. The method was tested on the Keele
University database; it is effective and robust in multiple cases even for a typical
signal showing undetermined GOIs and multiple peaks at GCIs. Finally precise mea-
surement of these instants allows accurate estimation of prosodic parameters as local
pitch and open quotient.
Keywords: wavelet transform, multi-scale product, electroglottographic signal, glot-
tal closing instant, glottal opening instant

1 Introduction

Electroglottography is a non-invasive medical exploration technique of a glottal activity. The result-
ing signal called electroglottogram (EGG) is a common and efficient reference signal for pitch estimation.
EGG signal can be used to determine glottal closing instant (GCI) and glottal opening instant (GOI). GCI
is commonly used in speech processing like voiced/unvoiced classification, accurate source parameter
estimation and robust instant detection; it is very useful in synchronous speech analysis and synthesis.
GOI is useful for voice quality estimation and other voice and speaker characterization. In the present
work, the estimated GCI and GOI are used to calculate the local fundamental frequency and the glottal
open quotient. Referring to Childers [1], EGG signal presents an important amplitude variation at GCI,
indicating a rapid behaviour change of the source (glottis). The derivative of the EGG signal, called
DEGG shows strong peaks at closing instants and weak ones at opening instants. Referring to Mallat
[2], important information lies in sharp transitions on the signal or its derivative. These singularities
are detected by following the wavelet transform modulus maxima at fine scales. As we have shown in
previous work [3], wavelet transform is efficient in most cases for detecting singularities in EGG signal
at closing instants, but not so for glottal opening instant detection. In fact, large variations of amplitude
on EGG signal can be observed at GCIs, however at GOIs the discontinuities are less obvious and can
hardly be detected on the signal [4]. Referring to Sadler [5], [6], the multiscale product method (MPM)
is the product of wavelet transform coefficients on different scales. The scale multiplication gives better
results of discontinuity detection than any single scale, especially on the localization performance [7],
[8], [9]. This method is used for edge detection in image processing. The aim of this paper is to present
a new measurement method of glottal parameters from EGG signal, such as GOI, GCI, the signal fun-
damental frequency F0 and the open quotient Oq. Different time and spectral based methods have been
proposed for estimating the pitch period and the open quotient Oq. In this work, we propose to apply the

Copyright © 2006-2008 by CCC Publications
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multiscale product method (MPM) on the EGG signal, in order to improve the accuracy of GOI and GCI
measurement, so as to obtain better estimation of pitch and open quotient measures.

The present paper is organised as follows. After introduction, section 2 focuses the well-known meth-
ods applied on EGG signal for GCI and GOI detection and their related problems. The first method uses
various thresholds (or crossing levels) of the EGG signal, the second method is based on the derivative
of EGG signal. Besides, it is shown that in many cases, these methods present undetermined GOI and
in fewer cases ambiguous GCI. Section 3 presents the multiscale product method and its application to
EGG signal, in order to improve the detection of GOIs and GCIs. Section 4 presents a multiscale product
enhancement for GCI and GOI detection based on the cubic root of the MP (CRMP) and its comparison
to the MP and the DEGG methods . Section 5 deals with EGG parameter measurements given by the
CRMP, the crossing level and the DEGG extrema methods. Finally, section 6 concludes this work.

2 GCI and GOI Detection Methods and Limitations

Glottal opening instants (GOI) and closing instants (GCI) estimation can be carried out on EGG
signal, by different methods using time or frequency based methods. Here, we present two basic methods:
the first method is based on EGG amplitude crossing level (with different levels), and the second method
is based on maxima and minima detection on the DEGG signal.

EGG threshold method
Rothenberg et al. [10] use the 50% crossing level of the signal amplitude from a base line. This

method gives a direct value of GOI and GCI from EGG signal in the case of modal and tense voice. 35%
of the maximum amplitude of the EGG has been also used as a threshold; this ratio gives also direct
values of the GCI and GOI. Howard [11] uses the 3/7 maximum EGG amplitude threshold for GOI
detection. Illustrations of these methods are depicted in figure 1. The major drawback of such methods
is the lack of accuracy for the GCI detection and a missing of GOI.
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Figure 1: EGG signal (female voice, speaker f4, vowel [o]), 3 crossing levels, and the DEGG.

The top of figure 1 depicts the case of EGG signal of a female voice pronouncing the vowel [o], the
crossing levels of 50%, 3/7 and 35% of the amplitude allowing the estimation of GOI and GCI.

DEGG maximum and minimum detection method
A more precise method for GCI detection uses the DEGG signal [12]. Childers characterises the EGG

inflexion points by the DEGG [13], [14]. Experimental investigation shows that DEGG signal shows two
opposite peaks in each period. The strong peak corresponds to GCI and the weak one corresponds to
GOI [15], [16], [17]. An illustration of the derivative method is depicted at the bottom of figure 1.

GOI and GCI detection related problems
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Methods based on EGG and DEGG, for GOI and GCI detection have different problems, such as
missing events or duplication. Examples are taken from the Keele University database. It is a speech
database containing acoustics and EGG signals simultaneously recorded in a soundproof room. It is made
by five adult females and five adult males speakers. Each utterance consists of the same phonetically
balanced English text. EGG and speech signals are given with the same sampling frequency of 20 KHz
[18].

Many cases of missing peaks appear on DEGG at glottal closing instants [19]. Some GCIs and GOIs
are indiscernible on the DEGG. This glottal behaviour is observed by Anastaplo and Karnell [20]. Pérez
et al. underline the difficulty of GOI detection from the derivative of EGG signal [21].
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Figure 2: EGG signal of a male voice (speaker m2, voiced sound) and DEGG depicting the case
of GCI and GOI missing.

GCI missing has a considerable effect on the time period measure. GOI missing influences the Oq
measure.

Figure 2 illustrates problematical cases where threshold methods on EGG or DEGG fail to detect
GCIs and GOIs. This example shows EGG signal of a voiced sound of the male speaker m2 and its
derivative.

In many cases multiple peaks appear on DEGG at glottal closing instants and opening ones [19]. A
typical example is presented in figure 3. In this case, the DEGG signal shows undetermined open instant
and a double closing instant. EGG signal used for this example is a vowel [i] of the female speaker f2.
We can distinguish that the EGG signal presents noise due to the subject movement during the recording.

Another typical example is shown on figure 4. Here the DEGG signal shows glottal opening and
closing instants with a poor precision. The EGG signal used in this example is a voiced fricative [z] of
the a male speaker m5. We can distinguish that the EGG signal presents natural noise of the fricative
vowel.

3 GOI and GCI Detection by Multiscale Products

It is commonly known that wavelet transform is an efficient tool for detecting and characterizing
signal singularities [2]. Singularities of the signal are detected by finding abscissa, where the wavelet
modulus maxima converge at fine scales. The singularity type of the signal is characterised by wavelet
vanishing moments and the decay of maxima across scales. This is explained by the fact that wavelet
transform with n vanishing moments can be interpreted as a differential operator of nth order of the
signal, smoothed by the primitive function of the wavelet called smoothing function. So if the wavelet
is chosen to have one vanishing moment, modulus maxima appear at discontinuities of the signal, and
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Figure 3: EGG signal (speaker f2, vowel [i]) and the DEGG depicting the case of double and
imprecise peaks at GCI and GOI.
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Figure 4: EGG signal (speaker m5, voiced fricative [z]) and the DEGG depicting the case of
double and imprecise peaks at GCI and GOI.
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represent the maxima of the first derivative of the smoothed signal. In previous work [3], we showed that
the local regularity of the EGG signal can be characterised by the wavelet transform modulus maxima.
Modulus maxima of EGG signal present two types of located singularities indicating glottal closing and
glottal opening instants. The greater peak correspond to GCI and the weak one to the GOI. Modulus
maxima give an estimation of the events with a better precision for small scales. But no scale can
give an accurate value of GCI and GOI, so as singularities are too smoothed for large scales, and too
weak for small scales, to be well located. Figure 5 shows the EGG signal of a voiced of speaker m2
followed by its wavelet transforms at the following scales 1/2, 1 and 2. Here wavelet transform (as well
as DEGG), can’t detect some singularities of the signal. Missed events still exist. That’s why multiscale
analysis seems to be necessary to improve the EGG edge localisation. The products of coefficients
across scales are frequently used for image analysis. Witkin [20] provided the foundation for scale
space theory by generalizing Rosenfeld’s work [22], in which smoothing filters at dyadic scales are
used. Based essentially on forming multiscale products of smoothed gradient estimates, this approach
attempts to enhance the peaks of the gradients caused by true edges, while suppressing false peaks due
to noise. The wavelet transform acts as an edge detector, and the detail coefficients should be equivalent
to the estimated gradients. To distinguish edge maxima from noise and inappropriate maxima, Mallat
and Zhong [23] analyze the singularity properties of wavelet transform domain maxima across various
scales. The first derivative of a Gaussian and the quadratic spline are used to play this role. Xu et al.
rely on the variations in scale of the wavelet transform. Direct multiplication of wavelet transform data
at adjacent scales are used to distinguish important edges from noise [9]. Sadler and Swami [6] studied
multiscale product method of a signal in presence of noise. In wavelet domain, it is well-known that
edge structures are present at each subband while noise decreases rapidly along the scales. It has been
observed that multiplying the adjacent scales could sharpen edges while diluting noise [6], [9]. The
expression of multiscale product is given by:

p(n) =
3

∏
j=1

ωs j( f (n)) (1)

Where ωs j( f (n)) is the wavelet transform of the function for the dyadic scale sj. The product p(n) has the
property to reveal peaks at signal edges, and has relatively small values elsewhere. Thus, singularities
produce peaks along scale in wavelet transform. These peaks are reinforced by the product p(n). The
signal peaks will just align across the first few scales, not all of them because increasing the amount of
smoothing will spread the response and cause singularities separated in time to interact. Thus, choosing
too large scales will result in misaligned peaks in p(n). An odd number of terms in the product preserves
the sign of the edge. Choosing three dyadic successive scales is an optimal solution in multiscale product
for detecting small peaks.

As multiscale product improves the edge detection, we apply MPM to EGG signal to outperform the
detection of GCI and GOI and to improve the measure precision particularily for weak singularities at
GOI.

At the bottom of figure 5, we find the MP of the EGG signal of a voiced sound of speaker m2. We
can clearly see the effect of the product on cancelling the additional noise peaks present at its derivative
depicted in figure 2 and consequently the best detection of GOI. We note the efficiency of the MPM to
strengthen the GCI and its ability to detect GOIs that become clear enough. However, some missing
events still exist. That’s why multiscale product needs to be enhanced for an accurate GCI and GOI
localisation.
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Figure 5: EGG signal of a voiced sound of speaker m2, the 3 wavelet transforms and their product.

4 Multiscale Product Enhancement for GOI and GCI detection

We have seen that multiscale product gives better results than wavelet coefficients. We use the cubic
root of multiscale product to improve results for weak peaks. The cubic root of multiscale product has
a zooming effect which enhances peak representation. This section deals with this basic enhancement
and the comparative result detection of GCI and GOI detection by DEGG, MP and cubic root of MP.
Specific examples from the Keele University database are presented below. Figure 6 shows an example
of EGG signal and its derivative, which has precise peaks at GOI and GCI. The example is a frame
of vowel [o] uttered by the speaker f4. The figure respectively shows the EGG signal, its derivative,
the multiscale product of the following scales 1/2, 1 and 2 and the cubic root of the products. The
multiscale product depicts the resulting cross-scale product p(n) for three scales and shows clean peaks
aligned with the DEGG signal edges. First, we note two types of peaks in the cross-scale product; those
corresponding to GCI are more distinguishable than those related to GOI. The modulus cubic root shows
maxima at GOI and GCI, the weak peaks at GOIs given by the modulus cubic root of the product are
better represented and effectively reinforced than those obtained by the multiscale product. Figure 7
illustrates the example of a female utterance of vowel [i] where the GOIs are undetermined and the peaks
of GCI present irregular structures. We note double peaks of glottal closing that bring about inaccurate
measurements. Besides, we can clearly see the effect of the product in cancelling the additional peaks,
which, then, gives a better detection of GOI. The modulus cubic root is used to reinforce the small peaks
corresponding to GOI. This figure underlines the importance of the modulus cubic root of the multiscale
product.

Figure 8 shows the EGG signal of fricative [z] of speaker m5, the DEGG signal, the multiscale
product and its modulus cubic root. Figure 9 shows the same representation for a voiced sound of speaker
m2. These examples illustrate the modulus cubic root applied on the multiscale product of EGG signal.
In figure 9, continuous lines indicate GCI and dotted lines indicate GOI for missing events. In fact the
cubic root takes out peaks at GOI and GCI that don’t exist either in DEGG signal or in the product. It’s a
complex case. Thus, we can see that modulus cubic root of multiscale product can give a better detection
of GCI and GOI from the EGG signal than the threshold methods and the DEGG approach. The MP
cubic root reinforces the GCI minima indiscernible not only at DEGG but also at MP. Consequently the
MPM associated with the cubic root gives the most efficient reference measures of GOI and GCI.
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Figure 6: EGG signal of vowel [o] (speaker f4), DEGG, MP and its modulus cubic root.
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Figure 7: EGG signal of vowel [i] (speaker f2), DEGG, MP and its modulus cubic root.
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Figure 8: EGG signal of voiced fricative [z] ( speaker m5), DEGG, MP and its modulus cubic
root.
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Figure 9: EGG signal of a voiced sound (speaker m2), DEGG, MP, and its modulus cubic root.

5 EGG Parameter Measurements

This section deals with the local pitch period and the local open quotient measurement. These can
be calculated by using the GOI(k) and GCI(k). The glottal closing instant represent the beginning of the
pitch period. The glottal opening instant GOI (k) corresponds to the beginning of the open phase.

Measurement of F0 and Oq

Local pitch period is given by the following formula

T0(k) = GCI(k +1)−GCI(k) (2)

The local fundamental frequency F0(k) is given by

F0(k) =
1

T0(k)
(3)

The open quotient is defined as the ratio between the duration of the glottis open phase and the
fundamental period. Open quotient is given by the following formula

Oq(k) =
GCI(k +1)−GOI(k)

T0(k)
(4)

In section 5, it is shown that the cubic root of MP outperforms the other methods in typical cases
presented in this work. Moreover, this performance can be confirmed by evaluating prosodic parameter
measures using the proposed method. Figure 10 depicts the local fundamental frequency F0 of a voiced
sound of speaker m2 corresponding to a case where the DEGG method gives imprecise GOI and the
threshold method fails in determining some ambiguous GCI and GOI. Figure 11 depicts the local open
quotient for the same utterance determined by the same methods. The threshold methods mentioned
above fail in detecting some GCIs and GOIs leading to aberrant and missing measures of the fundamental
frequency and the open quotient. Besides, imprecise detection of GOI from DEGG signal leads to
aberrant measures of Oq as shown in periods 12 and 14 of figure 11.

6 Conclusion

Parameter characterisation of EGG signal by glottal closing instant GCI and glottal opening instant
GOI detection from this signal is carried out by a new method called multiscale product MPM. The
proposed method consists of computing the product of the wavelet transform of EGG signal at three suc-
cessive dyadic scales. The wavelet used is the quadratic spline. This wavelet has one vanishing moment



Electroglottographic Measures Based on GCI and GOI Detection Using Multiscale Product 29

0 2 4 6 8 10 12 14 16 18 20
0

20

40

60

80

100

120

140

160

180

200

Number of periods

Fu
nd

am
en

tal
 fre

qu
en

cy
 (H

z)

DEGG
Threshold
MP

Figure 10: Fundamental frequency F0 given by DEGG (o), 3/7 threshold (*) and MP (+) methods for a voiced
sound of speaker m2.
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speaker m2.
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and the calculated coefficients show modulus maxima at discontinuities of the signal. Wavelet transform
is calculated at the following scales 1/2, 1 and 2. Then the cubic root amplitude of the product is calcu-
lated to enhance the resulting signal maxima. This method gives better GCI and GOI localisation than
classical methods obtained by the crossing level or by the signal derivative, especially in typical cases of
multiple peaks and undetermined GCI and GOI on DEGG signal. The non-linear products reinforce the
cross-scale peaks produced at GCI and especially at GOI, and reduce spurious noisy peaks. Efficiency
of the proposed method is proved. Comparative results are given with the threshold and derivative meth-
ods for glottal closing instants, glottal opening instants, and glottal parameter measurements like pitch
frequency and open quotient. Locating GCI and GOI efficiently by using the cubic root of MP allows us
to constitute a robust pitch and open quotient reference.
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Editorial Note: The program committee of ICVL 2007 sent to IJCCC nine of the best
papers presented at the conference, with the recommendation to be published in an extended
form. After a new evaluation, our reviewers decided that five of those papers can be published
in IJCCC, two of which in this issue.

Abstract: Virtual learning is not just about a set of useful IT tools for learning. From
an examination on where virtual learning stands in the overall learning spectrum, we
point out the important impact of natural computing on virtual learning. We survey
and analyze selected literature on important role of natural computing aspects, such
as emergence (using swarm intelligence to achieve collective intelligence) and emo-
tion, to virtual learning. In addition, in order to effectively incorporate these aspects
into virtual learning, we propose using infrastructural support for virtual learning
through system learning: The virtual learning environment not only provides facili-
ties for learners, but also observes the behavior of learners and takes actions, so that
its own performance can be improved (i.e., to better serve the learners). In this sense,
system learning is concerned with learning about learners. Consequently, a virtual
learning environment is a true human-machine symbiosis, paired by human learning
and system learning.
Keywords: Natural computing, collective intelligence, emergence, emotion, system
learning, virtual learning architecture

1 Introduction

As a software system, a virtual learning environment is intended to offer a virtual environment for
learning where the learning process is based on information technology (IT). Virtual learning environ-
ment facilitates computerized learning or computer-enhanced learning (e-learning). Many projects in
virtual learning have been designed to facilitate teachers in the management of educational courses for
their students, especially by helping teachers and learners with course administration. The system can
often track the learners’ progress, which can be monitored by both teachers and learners. With advanced
learning technology (ALT) it supports, virtual learning makes learning as a life-long journey easier to
achieve than anytime else in history, and the entire world now becomes an open university.

However, although virtual learning has started producing fruitful results, fundamental issues related
to virtual learning is seldom examined. Related to this is the pulic misconception that virtual learning
is just a set of IT (information technology) tools or techniques. To address this problem, in this paper
we first take a look at the learning spectrum, so that we can have a better understanding about where
virtual learning stands in this big picture (Section 2). Since this examination reveals the importance of
natural computing for virtual learning, we provide a brief review on natural learning (Section 3). We
then examine two important features related to natural computing, namely, emergence and emotion, and
review existing work relevant to virtual learning (Section 4 and Section 5). The introduction of natural
computing in virtual learning necessities the concept of system learning; its important role is examined
(Section 6). We conclude this paper by indicating the need for investigating a virtual learning architecture
(or a framework) where human virtual learning is paired with system learning (Section 7).

Copyright © 2006-2008 by CCC Publications
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2 The learning spectrum

Virtual learning is concerned with IT assisted human learning and much of research work in virtual
learning addresses various technical issues to enhance human learning. However, any discussion con-
cerned with learning using contemporary IT techniques is incomplete if we do not take a look on the
issue of machine learning (http://robotics.stanford.edu/people/nilsson/mlbook.html), a subfield in AI de-
voted to developing algorithms for enhanced performance of computers. Although virtual learning (for
humans) and machine learning are two separate research areas, they are both related to learning with
computers. So if we examine them together, we should have a better understanding about where virtual
learning stands in the big picture.

This broad perspective raises an important issue: Virtual learning should not be simply viewed as just
a set of IT tools (or techniques) to assist learning or education. It reminds us the importance of examining
fundamental issues related to learning, such as nature of intelligence, various forms of intelligence,
consciousness and thinking, as well as recent research progress related to brain and mind, and even
study activities observed in various forms of life - not just humans, but animals as well, so long as
they demonstrate a kind of learning ability. These studies could shed meaningful insight for developing
better virtual learning environments. As noted in [16], in recent years educators have explored links
between classroom teaching and emerging theories about how people learn. Recommended educational
approaches, consist primarily of trying to maintain a relaxed, focused atmosphere that offers options
for learning in individually satisfying ways. One thing we must be kept in mind is that the brain is
complex and while research has revealed some significant findings, there is no widespread agreement
about their applicability to the general population or to education in particular. Nevertheless, brain
research provides rich possibilities for education [16]. Articles in the magazine Scientific American
Minds (http://www.sciammind.com/) also shed interesting lights on brain/mind research and education.

The issue of studying various forms of learning activities leads to the next question: Is anything
setting in between virtual learning and machine learning? Although this may be an open question which
is subject to debate, we would like to offer a possible answer: learning from nature through natural
computing, which is the computational version of the process of extracting ideas from nature to develop
"artificial" (computational) systems ("artificial" means human-made). Since natural computing is aimed
to model the nature or even compute with the nature, it looks for intellectual inspiration from all forms
of life (not restricted to human beings) - such as flocks or ants. Since natural computing sets between
the research of "full human" (i.e., virtual learning) and non-human (i.e., machine learning), it fits in the
missing link in the learning spectrum. Amending the hierarchical diagram provided by [1], we have
the learning hierarchy as shown in Figure 1. (Note: For more details on various forms within distance
learning, refer to the original figure in [1]).

Figure 1: Learning spectrum from machine learning to various forms of virtual learning

But why should we bother natural computing at all in the context of virtual learning? The answer is
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simple: It may provide new interesting ideas not addressed in traditional learning or education context,
so that virtual learning can benefit from that. Note that natural computing is not new to virtual learning
community: As we are going to see soon, projects using various natural computing techniques have been
conducted for virtual learning. Yet there is a need to conduct more systematic research on the rich impact
of natural computing in virtual learning. Such kind of investigation will eventually benefit the study of
natural computing as well, because the diverse applications in virtual learning extend the horizon of
natural computing.

3 Basics of natural computing

In order to discuss how natural computing can help, first we have to provide a brief introduction on
what natural computing is. There are numerous resources available for natural computing. For beginners,
[4] provides a comprehensive coverage on the major fields with natural computing. The brief review in
this section is based on that book.

The philosophy of natural computing lies in that most of computational approaches natural com-
puting deals with are based on highly simplified versions of the mechanisms and processes present in
the corresponding natural phenomena. Research work in natural computing can be grouped into three
major categories, namely, computing inspired by nature, simulation and emulation of natural phenomena
in computers, and computing with natural materials. Since the last one does not have direct impact on
virtual learning (at least for now), we will not address it here.

The first category, computing inspired by nature, refers to making use of nature as inspiration for
the development of problem solving techniques. The main idea is to develop computational tools (algo-
rithms) by taking inspiration from nature for the solution of complex problems. The diverse areas (or
approaches) under this category include evolutionary computing, neurocomputing, swarm intelligence,
etc. Swarm intelligence refers to a property of systems of unintelligent agents of limited individual ca-
pabilities exhibiting collectively intelligent behavior, and has drawn attention from researchers to find
useful applications in virtual learning (as to be briefly described later).

The second category, simulation and emulation of natural phenomena in computers, refers to a syn-
thetic process aimed at creating patterns, forms, behaviors, and organisms that (do not necessarily) resem-
ble "life-as-we-know-it." Its products can be used to mimic various natural phenomena, thus increasing
our understanding of nature and insights about computer models. An interesting area under this line of
research is artificial life, which is the study of man-made systems that exhibit behaviors characteristic of
natural living systems. It has been hoped that by extending the empirical foundation upon which biology
is based beyond the carbon-chain life that has evolved on Earth, artificial life can contribute to theoretical
biology by locating life-as-we-know-it within the larger picture of life-as-it-could be.

Regardless of computing inspired by nature or simulation and emulation of natural phenomena in
computers, there are several general concepts underlying various approaches in natural computing, such
as agent, parallelism and distributivity, interactivity, adaptation, feedback, self-organization, emergence,
etc. In addition, emotion is demonstrated not just in human beings, but many species of animals as well.
Emotion has also been studied in artificial life.

Various natural computing concepts have already been used by authors working in virtual learning.
Much effort has been put on researchers’ "traditional" favorite such as adaptation. Yet successful employ-
ment of natural computing in virtual learning goes far beyond adaptation. Below we examine selected
literature involving two crucial elements of natural computing and provide comments on their relevance
to virtual learning: Emergence and emotion.
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4 Exploring emergence for virtual learning

Using simple terms, emergence can be defined as "a coming into view." However, emergence is def-
initely not a simple concept, and the computational study on emergence [6] is still in its infancy. As a
typical demonstration of computational approach for emergence, swarm intelligence is a property of sys-
tems of unintelligent agents of limited individual capabilities exhibiting collectively intelligent behavior.
Swarm intelligence includes any attempt to design algorithms or distributed problem-solving devices
inspired by the collective behavior of social insects and other animal societies. Swarm intelligence is an
emergent property of the swarm system as a result of principles of the five principles: proximity, quality,
diversity, stability and adaptability. Two main lines of research in swarm intelligence are either based on
social insects, or based on the ability of human societies to process knowledge [4].

The ability of ants to find short routes between nests and food sources suggests an approach to
cost-effective, flexible and implementable wayfinding support. Paths identified by ants are not pre-
planned, but emerge, spontaneously, as a result of indirect communication between members of an ant
colony - a form of indirect social navigation. Ants deposit a chemical substance called pheromone
which can be sensed by other ants, thus achieving a kind of stigmergy, which refers to the process
of indirect communication. This property can be very useful for virtual learning. In a virtual learning
environment considered by [17], learners’ interactions with learning resources and activities are recorded
automatically as they progress through a body of knowledge. The time stamping of these interactions
allows learning sequences to be identified which can be processed and aggregated to derive a given
"pheromone strength" favoring paths along which more learners have been successful. This information
can be fed back to other learners, providing a new source of navigational guidance indicating "good"
ways through the body of knowledge - a self-organizing, stigmergic approach to wayfinding support.

In another experiment by [15], ant colony optimization (ACO) heuristics was applied to an e-learning
problem: the pedagogic material of an online teaching Web site for high school students is modeled as a
navigation graph where nodes are exercises or lessons and arcs are hypertext links. The arcs’ valuation,
representing the pedagogic structure and conditioning the Web site’s presentation, is gradually modified
through the release and evaporation of virtual pheromones that reflect the successes and failures of stu-
dents roaming around the graph. A compromise is expected to emerge between the pedagogic structure
as originally dictated by professors, the collective experience of the whole pool of students and the par-
ticularities of each individual. Collective behavior as demonstrated from ant colonies and simulated in
computer programs exemplifies collective intelligence (or symbiotic intelligence), an intelligence that
emerges from the collaboration and competition of many individuals – an intelligence that seemingly has
a mind of its own. Yet emergence is not restricted in collective intelligence. In general, emergence refers
to the way complex systems and patterns arise from a multiplicity of relatively simple interactions [4].

Two influential monographs on emergence should find profound impact on virtual learning: through a
series of narratives to show complex adaptive systems that display emergent behavior governed by small
sets of local rules, the discussion in [8] may shed useful intuitive thoughts on infrastructural support to
achieve emergence in virtual learning, while [6] provides more technical insights on modeling issues
of emergence in a more general, abstract setting, where emergence is explained through a reductionist
perspective. We summarize system learning with the following features related to emergence. Exploring
emergent properties using swarm intelligence and other techniques should be continued and strengthened
for research virtual learning. Yet, current research related to emergence in virtual learning is largely
confined in specific tasks. More systematic studies of the role of emergence in virtual learning are
needed, particularly those related to the overall infrastructure of virtual learning. In addition, in the
context of learning/education (including virtual learning), there is a need to distinguish emergence as a
process (such as emerging ideas) from emergence as a product (such as an emerging pattern) - a feature
which has not attracted enough attention it deserves. Here is a partial list of issues to be studied about
emergence related to virtual learning:
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Nature of emergence (relevant to learning), such as: what are the relationships and differ-
ences between emergence and other features related to learning and discovery?

What can be achieved through emergence? - In the case of emerging ideas:

o Specific creative task (such as construction of analogs through emergence for
analogical problem solving)

What can be achieved through emergence? - In the case of emerging "products":

o Global solution (such as an optimization of student pedagogical path);
o Solution for individuals (learning by taking advantage of emergence), such as
how to come up with creativity thoughts in general.

In addition, there is a more general question: Is there a need to have a dedicated software component
at system level to support emergence in a virtual learning environment? If yes, how to achieve this?

5 Exploring emotion in virtual learning

Recently the importance of emotion in education has drawn attention from researchers. For example,
according to [16], educators may find the most useful information in research that focuses less on the
physical and biochemical structure of the brain and more on the mind – a complex mix of thoughts, per-
ceptions, feelings, and reasoning. Studies that explore the effects of attitudes and emotions on learning
indicate that stress and constant fear, at any age, can circumvent the brain’s normal circuits. A per-
son’s physical and emotional well-being is closely linked to the ability to think and to learn effectively.
Emotionally stressful home or school environments are counterproductive to students’ attempts to learn.
While schools cannot control all the influences that impinge on a young person’s sense of safety and
well-being, classrooms and schools that build an atmosphere of trust and intellectual safety will enhance
learning. Letting students talk about their feelings can help them build skills in listening to their class-
mates’ comments. Finding ways to vent emotions productively can help students deal with inevitable
instances of anger, fear, hurt, and tension in daily life. In an experimental study, the author of [12] inter-
viewed eleven students studying online. These students identified emotions which were critical to their
online learning.

In order to better understand where emotion stands in learning and education, it would be beneficial
to take a look at the two books on general aspects of emotions with quite different emphases. From
a psychological perspective, the experimental research of [9] showed that emotion can occur without
cognitive processing in the cortex. In particular, we can learn some general principles of emotions by
studying fear. In evolutionary terms, "fearless" animals would have been less likely to survive. The
author further demonstrates that fear can be related to learning and fear learning is implicit. Although
by no means we should endorse any kind of "learning through fear," this example does indicate emotion
can have impact on education in a controlled manner, and with more secretes of emotion to be revealed
in the future, some of the previously unknown principles involving emotions can be incorporated into
virtual learning environment. Published one decade later, from a computational perspective, [10] aimed
to establish a theory of how emotions get created. According to this theory, each emotional state is a dif-
ferent style of thinking. So there is no general theory of emotions, because the main idea is that each of
the major emotions is quite different. For an adult person, the management is able to use these different
ways of thinking very quickly as part of ordinary, common-sense thinking. What is the indication of this
discussion to learning/education? The notion of emotion as a theory of thinking implies a potential op-
portunity to incorporate emotion into "mainstream" education theories, including those related to virtual
learning.
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In a recent comprehensive volume directly address the issue of emotion in education [14], vari-
ous theoretical perspectives on emotions in education have been examined, include the discussions on
control-value theory of achievement emotions, self-regulation and social-constructivist learning, emo-
tions as a main component of attributional theory, implications of goal-theory for achievement-related
emotions, macro-cultural psychology, etc. The theoretical work is complemented with sets of studies on
students’ emotions in educational context, as well as teachers’ emotions in educational contexts. The
comprehensive of research on emotion in education as described in this volume sheds light for future
work of dealing with the emotion factor in a virtual learning environment (even the book does not ad-
dress issues directly related to virtual learning).

As the literature surveyed above shows, so far the important issue of emotion for education is still
largely discussed at the traditional classroom setting. Nevertheless researchers have started addressing
this issue in the context related to virtual learning. For example, [3] presents an analysis of the issues
pertaining to computational emergence and emotion in (cognitive) agent systems and describes how a
developing computational theory of cognition can be used to monitor and manage interactions with and
within complex systems; this would harness unwanted and emergent states and behaviors before the
computational system becomes dysfunctional. In another work, [13] describes a modular hybrid neural
network architecture, called SHAME, for emotion learning. In addition, computational experiments on
emotion also exist. For example, [7] proposes the architecture of learning companion agent with facial
expression of emotion. Based on architectures referred to as ABC and ToK, the emotion agent archi-
tecture contains five modules to realize the interaction in the world. A particular part of this research is
the transition between emotion space in emotion module and facial expression space in facial expression
module. Although this work is not directly related to virtual learning, it represents an interesting step
toward computational emotion, and may shed light to the study of emotion in virtual learning.

Summarizing the above discussion, we note that current research status shows that emotion for virtual
learning is a vast area yet to be systematically explored. The following are some sample issues need to
be investigated:

From a learning perspective, how many types of emotions can be distinguished?

Under which conditions certain type of emotions should be controlled and under which
conditions educators can take advantage of it?

What are basic operations of emotions (such as filter out, enlargement, etc.) related to
learning and how to develop computational mechanisms to support them?

Finally, just like the case of the discussion related to emergence, we may wonder whether there is a
need to implement any forms of emotion at the system level in virtual learning.

6 Learning about learners: The role of system learning

Summarizing our discussion in the last two sections, if we agree that natural computing can make
significant contributions to virtual learning, and important features such as emergence and emotions
should be incorporated into the virtual learning process, then we have to provide infrastructural support
in virtual learning environments. (In other words, we would like to have a positive answer for the
last question appearing at the end of Section 4 and Section 5.) This can be achieved through system
learning: The virtual learning environment not only provides facilities for learners, but also observes
the behavior of learners and takes actions, so that its own performance can be improved (i.e., to better
serve the learners). In this sense, system learning is concerned with learning about learners. (Note that
the term system learning may not necessarily new to virtual learning; but it has a new meaning as it
is presented here.) Among the basic functionalities of system learning are: trace activities of learners,
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apply various natural computing algorithms to support specific tasks of virtual learning (such as find
a global solution or to find a solution for an individual learner), invoke appropriate operators to deal
with emotions at various degrees to learners with different profiles, notify teachers to change strategies
based on learners’ performance, coordinate all the activities in the virtual learning environment, as well
as others. Consequently, a virtual learning environment is a true human-machine symbiosis, paired by
human learning and system learning.

In order to support system learning, a number of issues need to be examined. Here we list two of
them. First, system learning is not just an abstract concept; it has to be implemented. It consists of self-
adjustable software distributed in the entire virtual learning environment. As a second issue, we point
out the important role of a system-wide database for storage and retrieval of learners’ behavior, based
on which various natural learning algorithms can be applied, so that new solutions can emerge. Note
that the important role of database management in virtual learning environment [5] is rarely examined in
literature, and this should be changed in the future.

7 Conclusion

In this paper we examined virtual learning in the comprehensive learning spectrum, and emphasized
the importance of natural computing for virtual learning. Within this context, we also discussed important
features of emergence and emotions. In addition, our introduction of natural computing into virtual
learning makes the new concept of system learning necessary. This also implies the need for investigating
a virtual learning architecture (or at least, a framework, in a sense similar to [11]) where human virtual
learning is paired with system learning. Significant amount of work is needed for this direction of
research.
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Composite Predictive Functional Control Strategies, Application to
Positioning Axes

Jean-Yves Dieulot, Tarik Benhammi, Frédéric Colas, Pierre-Jean Barre

Abstract: Different predictive control strategies have been validated on a DC motor.
ICascaded predictive control, which consists of a cascaded loop where the traditional
servo algorithms are replaced by PFCs, could enhance the cycle time. Predictive
Functional Control alone is simpler to tune and can exhibit comparable performances,
except that the controller is more sensitive to nonlinear phenomena such as dry fric-
tion, which were not taken into account into the model and generate a static error.
Keywords: Model-based control, DC motor, Predictive control.

1 Introduction

The traditional cascaded-loop servo algorithm of a positioning device consists of a current, a speed
and a position loop, for which the individual controllers within each loop use Proportional or PI algo-
rithms [2, 4]. This control structure is robust with respect to disturbances and easy to tune, loop after
loop, when the inner loops dynamics are much faster than that of the outer loops. This is not always the
case and the tracking lag may cumulates through the loops thus achieving poor performances.

Among various alternative control algorithms, Model-based Predictive Control which embeds both
feedforward and a servo algorithms, is known for its tracking abilities - due to multiple-step-ahead pre-
diction - and robustness with respect to model uncertainties [1]. In this paper, the focus will be on the
implementation and fast tuning of the Predictive Functional Control Algorithm introduced by Richalet
(e.g. [7, 8, 9, 10, 12]) which has been shown to be able to control a variety of complicated robot struc-
tures (see e.g. [11]). However, the main drawbacks of those Predictive Control methods are the need for
a preliminary black-box model identification which hampers the implementation in real-time industrial
world where tuning procedures should be simple and as short as possible.

Since a global controller may lose some of the advantages of cascaded loops, i.e. rejection of distur-
bances for each loop, dry friction compensation... . cascaded control structures have been introduced,
where both position and speed loop can be replaced by a predictive controller. Since the PFC tracking
performance is better, the lag in the inner loops should be reduced and better overall performances is
assumed [5, 6].

In this paper, a comparison is drawn for different cascaded Predictive Functional Control strategies,
which combines the PFC controller with a grey box model which parameters are related to physical
characteristics.

2 Predictive Functional Control

2.1 PFC philosophy

In this section, the outline of model PFC algorithm, which is fully detailed in [7, 9] is recalled. PFC
is based on a discrete linear model,

{
xM(n+1) = FMxM(n)+GMu(n)

yM(n) = CT
MxM(n)

(1)

xM is the state variable, un is the input, yM the system output, FM ,GM ,CM are constant matrices. The
predictive control strategy is summed up in Fig. 1. A control sequence is designed to enforce the model

Copyright © 2006-2008 by CCC Publications
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output to stick to a reference trajectory yR at given coincidence points. Over this receding horizon, the
reference trajectory which is the path to the future set point, is resetted at every instant and is given by:

C(n+ i)− yR(n+ i) = α i.(C(n)− yP(n)),0 6 i 6 h (2)

where C(n) is the set-point, yp(n) the real process output, α is a parameter α : 0 6 α 6 1, which
represents the exponential convergence of the algorithm, and thus fixes the closed-loop behavior.

Figure 1: Principle of PFC control

2.2 Computation of control

The future controls sequence should optimize the performance index ((4)) which turns to find the
minimum in the least-square sense of the tracking error at fixed set-points with respect to the future
control sequence:

D(n) =
nh

∑
j=1
{ŷP(n+h j)− yR(n+h j)}2 (3)

where h j,1≤ i≤ h are the coincidence points.
In order to compute easily the control, it will be assumed that the latter is a composition of a priori

orthonormal base functions (usually time-dependent polynomials UBk(i) = ik−1 ),

u(n+ i) =
nB

∑
k=1

(µk(n)UBk(i)), i≥ 0, (4)

where UBk(i),1 ≤ k ≤ nB are the base functions, the optimization problem reducing to find the corre-
sponding weights µ(k).

Of course, one could apply the whole control sequence, but, in fact, only the current control (5) is
used, and the whole algorithm is computed again next step.

u(n) =
nB

∑
k=1

(µk(n)UBk(0)). (5)

For computational purposes, the model output is divided into a free (unforced) response, where the
control is set to zero, and a forced response to the control (4).

yM(n+ i) = yF(n+ i)+ yUF(n+ i),1 6 i 6 h (6)
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where yF(n + i) =
nB

∑
k=1

µk(n).yBk(i),1 6 i 6 h is the forced output, and yBk is the response to the

base function uBk , yUF(n + i) = CT
MF i

MxM(n) is the unforced output. Let the predicted future error be
approximated by a polynomial function:

ê(n+ i) = e(n)+
de

∑
i=1

em (n) im (7)

where h j,1 6 j 6 nh is a fixed approximation degree,
Finally, the controller is obtained by setting ∂D(n)

∂ µ = 0 (see [9], for details). The parameters only
depend on the base functions, the convergence exponent and the coincidence points and can be computed
off-line:

u(n) = k0{c(n)− yp(n)}+
max(dc,de)

∑
m=1

km{cm(n)− em(n)}+ vT
x xM(n) (8)

where dc is the degree of the polynomial approximation of the set-point and

k0 = vT




1−αh1

1−αh2

...
1−αhnh


 , km = vT




hm
1

hm
2
...

hm
nh


 , vx =




CT
M(Fh1

M − I)
CT

M(Fh2
M − I)

CT
M(F

hnh
M − I)




T

v

v =

(
nh

∑
j=1

yB(h j)yB(h j)T

)−1 [
yB(h1) ... yB(hnh)

]
UB (0)

The algorithm consists thus of a feedforward term devoted for tracking error, a disturbance rejection
term and of a state-space controller. In the application considered, control tuning will involve a "flat "
prediction (ê(n+ i) = e(n)) and a parameter α , the parameters will be chosen with a rule of thumb [9]
as

α = e
−3Te
CLRT (9)

along with three coincidence points

H = (
[

CLRT/3 CLRT/2 CLRT
]
/Te) (10)

where CLRT is the closed-loop rise time and Te is the sampling period.

3 Industrial control and PFC strategies

Figure 2: Full structure of the industrial cascaded-loop control

The industrial control consists of nested loops and assumes that the dynamics of the inner loops are
the fastest ; the current loop has generally a high dynamics and is thus neglected, the speed loop involves
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a PI structure and the position loop only a proportional controller, and sometimes a low-pass filter which
has been shown to improve the dynamics of axes, particularly in presence of flexibilities. Traditionally,
the set-point is a bang-bang in acceleration which takes in account limitations in speed and acceleration
and is a time-optimal trajectory. As was explained in introduction, this controller has an easy step-by-
step tuning procedure, from the fastest to the slowest loop, and saturations, disturbances can be easily
handled at every loop level. However, it is known that performances are not as good as those of a global
controller, because the tracking lag is cumulating over the successive loops. The speed controller is
simply C (s) = kv

(
1+ 1

τvs

)
where kv, τv are the speed loop proportional and integral gains.

As an alternative to this cascaded controller or to a global controller (such as a PFC), a composite
cascaded structure where the speed loop PI controller is replaced by a speed loop PFC controller, hence
realizing the decoupling of the different dynamics (Fig. 3).

Figure 3: Composite cascaded controller

The last scheme consists of the introduction of a cascaded PFC control which is the same as the
classical industrial controller except that PFC servo algorithms are embedded into both loops (Fig. 4).

Figure 4: Cascaded PFC controller

4 Modelling and experimentation

The experimental set-up is a brushless DC servo-motor (PARVEX F9M-4-57), equipped with a
tacho-generator (F9TS-7-270) and a position coder (resolver), which drives a rotating shaft mounted
on bearings, optionnally coupled to an additional flywheel.

When neglecting the electrical resistances, the global model of the brushless motor is:

Jeq
dω
dt

= Cm− fvω,Cm = Kt i (11)

where ω is the rotating speed, Cm and i are the control torque and current, Kt is the torque constant,
Jeq is the equivalent motor inertia, fv is the viscous damping coefficient.

Most PFC algorithms require a proper identification and modeling stage; the motor inertia was esti-
mated from the known motor and load moment of inertia which were added to the inertia resulting from
the transmission coupling. Only the viscous and dry friction coefficients were estimated experimentally
from a plot of the motor current versus the shaft rotation speed. Characteristics are summed up in Table
1.
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Figure 5: Experimental DC motor

Controller Kp (rad.A−1) CLRT (s)
PFC N/A 0.02
Cascaded PFC N/A Speed loop 0.01 Position

Loop 0.06
Composite PFC 10 0.05
Industrial control 10 N/A

Table 1: Motor characteristics
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Nominal
Torque N.m

Nominal
Speed
Tr.min−1

Electric
Power W

Equivalent
inertia
Kg.m2

Flywheel in-
ertia Kg.m2

Viscous
damping cf.
Nmsrad−1

0.346 3000 108 1.5.10-4 8.5.10-4 7.8

Table 2: Control parameters

The measure of speed was low-pass filtered with a filter cut-off frequency of 2.10−3 s. Measurements
recording and real-time control were achieved using a DSpace 1103 board with a sampling period of
Te = 5.10−4 s. The experimental reference position was set to 12 rad, the maximum speed Vmax to 150
rads−1, the maximum acceleration to Amax = 346 rads−2. The traditional trajectory for positioning axes
consists of a time-optimal controller [3] with constrained speed and acceleration. The control gains for
each experiment are given in Table 2. The integral gain of the PI speed is calculated to compensate the
first-order pole, with τv = fv

Jeq
, the speed gain Kv is tuned so that the control torque does not exceed the

peak torque, which gives Kv = 1 rad.s.A - 1. PFC algorithms were tuned after performing simulations in
a way that the maximum current does not overcome that of the industrial loop.

5 Experimental Results and discussion

Figure 6: Comparison of control performances

Fig. 6 shows the basic results that will serve as a comparison of the different control structures: one
can see that a global controller such as a PFC or a controller with a fast closed-loop position controller
exhibits a small rise time due mainly to the cancellation of the phase lag in the speed loop and in the
position loop. The performances of PFC controllers outperform that of the traditional industrial control,
for a comparable current maximum amplitude. However, these controllers have two main drawbacks:
the PFC has an important static error because the dry friction is not taken into account into the model.
This phenomenon does not occur with the cascaded loop because these errors appear firstly in the speed
loop, and can then be compensated with the position loop as in traditional control. Cascaded PFC seems
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to be the most appealing, but one has to remind that the tuning is far more delicate because it involves
two PFC loops. One should take an appropriate CLRT ratio between the loops (at least 5) in a way that
the position loop be truly the fastest.

Figure 7: Drive current - control -

Fig. 7 shows that, for cascaded PFC -as for other PFC algorithms - , less energy may be needed,
but the current signal is less smooth than with an industrial control scheme; clearly, this could excite
vibration modes when a very flexible load is carried.

Most controls are robust when the additional inertia has been removed, only the rise-time is a little
higher. The composite controller does not improve the industrial loop by much, except when an external
disturbance is applied (e.g. braking with the hand) - results are not shown here -, with a better rejection.
In this case, classical PFC is the less robust with respect to other controls.

Figure 8: Control Performances with no load
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6 Conclusion

Composite Predictive Functional Control algorithms - a cascaded structure where only the speed loop
servo algorithms or both speed and position controllers were replaced by PFCs - were validated on a DC
servo-motor. The tuning procedure was quite simple and involved the general rigid model which can be
found from the physical characteristics of the motor and a single experiment (for the determination of the
viscous friction parameter). Cascaded predictive control could improve the tracking and was shown to be
more robust to load mass variations. Classical PFC is easier to tune (only one PFC loop) , the closed-loop
performances being nearly the same; however, the controller is more sensitive to unmodelled nonlinear
phenomena such as dry friction, which were not taken into account into the model. The resulting static
error can be unacceptable and alternative solutions have, in this case, to be proposed. Future work will
focus on application to flexible manipulators.
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Mobile Message Passing using a Scatternet Framework

Brendan J. Donegan, Daniel C. Doolan, Sabin Tabirca

Abstract: The Mobile Message Passing Interface is a library which implements
MPI functionality on Bluetooth enabled mobile phones. It provides many of the
functions available in MPI, including point-to-point and global communication. The
main restriction of the library is that it was designed to work over Bluetooth piconets.
Piconet based networks provide for a maximum of eight devices connected together
simultaneously. This limits the libraries usefulness for parallel computing. A solution
to solve this problem is presented that provides the same functionality as the original
Mobile MPI library, but implemented over a Bluetooth scatternet. A scatternet may
be defined as a number of piconets interconnected by common node(s). An outline
of the scatternet design is explained and its major components discussed.
Keywords: Bluetooth, Scatternet, Message Passing, Network Formation

1 Introduction

Mobile technology is one of the fastest growing fields of technology, with over one billion mobile
phones shipped during 2006 [8]. The power of mobile devices is also growing quickly, in October 2005
ARM announced the ARM Cortex A8 [1][2], having a clock speed of 1Ghz. This increase in both avail-
ability and performance makes mobile devices a prime candidate for parallel computing systems. Having
a multitude of mobile devices available one can now take advantage of the situation by performing com-
plex computational tasks across several devices. The original MMPI library was restricted in terms of
its world size by the upper bound of the piconet network standard, this limits the maximum number of
nodes in an MMPI world to eight. The evolution of the MMPI library to allow for scatternet formation
requires significantly more work behind the scenes, both to setup the network infrastructure and to allow
for complete inter-device communication.

1.1 Need for Mobile Parallel Computing

The MMPI library was created to allow for parallel computing across mobile devices [6]. Mobile
devices have very limited resources and processing capabilities. The Nokia 6630 and 6680 [14] mobile
phones have 220Mhz processors and just a few megabytes of memory. Along with such limited capabil-
ities they also have a finite amount of battery power. Running processor intensive applications on such
devices drains battery power at a higher rate than standard phone usage. Therefore if one device doesn’t
have sufficient battery power it may not be capable of solving a complex problem. Such a problem would
also take too long to process from the users perspective. Splitting the processing among several devices
not only speeds up the processing, but also distributes the battery drain across all devices, allowing more
computationally intensive tasks to be performed.

1.2 Review of Scatternet Formation Algorithms

The Bluetooth Specification [3], describes the concept of a scatternet. A scatternet (Figure 1) is
defined as two or more piconets joined together through the mechanism of a common node (bridging
node). Significant research has been conducted on scatternets, much of it focusing on how they can be
optimized. Miklos [10] described some of the aspects of scatternet formation, including the performance
bottleneck caused by the bridging node switching between the frequency hopping patterns of its masters.

Copyright © 2006-2008 by CCC Publications
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Figure 1: Scatternet Topology

The DynaMP project [13] is a mobile parallel computing architecture that uses Bluetooth Scatternets
as the underlying infrastructure. The application area for this body of work is in mobile robotics, specif-
ically that of the Cybot toy. The main reason for the parallel computing architecture is real-time image
processing of data acquired from the robots sensor system. To avoid the upgrading of the processing
capabilities of the robots, the path of distributing the processing requirements across a group of robots
was investigated. The target architecture is the TINI from Dallas Semiconductor that uses java as its
native environment. The iPAQ PDA is also used, running a Linux based OS and the Keffe JVM.

Unlike native message passing libraries such as the C and Fortran based MPI that use a static number
of nodes, a far more dynamic approach is required within the mobile environment. The head node
is therefore responsible for discovering all the active nodes within the network. This is achieved by
broadcasting a Process Request packet throughout the network. An example of a simple node topology
is given in the paper that shows a linear like architecture, thereby communication between distant nodes
would certainly require one or more intermediary nodes for forward on the message.

Bluetrees [15] generates a tree-like scatternet. The network formation algorithm is initiated by a
single node that forms the root of the tree. The root node begins by acquiring slave devices that are
within it vicinity. These in turn page their own neighbours. In order to limit the number of slave devices
connected to another node at the level above some branch reorganization may be required.

Jayanna & Zaruba [9] use an approach where by all nodes maintain a dynamically generated list of
its neighbours based on the number of hops required to reach the node in question. The strategy ensures
that if neighbour information is included for one and two-hop piconets, then two adjacent piconets can
share only one bridging node. Therefore all nodes of one piconet share a single path to all nodes of a
neighbouring piconet.

1.3 Mobile Message Passing Interface

The Mobile Message Passing Interface (MMPI) [6] provides many of the functions that can be found
in a standard MPI [11] [12] implementation. The main difference between MMPI and standard MPI
implementations is that it is designed for mobile devices that communicate via Bluetooth [4] [5]. The
library has one drawback that makes it less than an ideal candidate as a platform to support parallel
computation on mobile devices. It was designed to operate only on a Bluetooth piconet of up to eight
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devices. In a parallel computing system in general one can achieve faster computation by throwing more
processors at the problem.

2 Enhanced MMPI Library Structure

The problem of creating scatternets and performing communication within them after they have been
created is a complex one. The original MMPI library could not simply be adapted, as the differences
between communication in a piconet and communication in a scatternet are too great. A new solution was
therefore designed from the ground up, whilst retaining all of the original functionality. The enhanced
library comprises of a number of distinct components that provides an abstraction from lower level layers.

2.1 Components of the Library

The enhanced MMPI library is made up of a number of components. The most important parts of
the architecture are shown in Figure 2

Figure 2: Library Components

The CommsCenter class forms the heart of the library. Its role is to receive raw data from the
network and translate it into MMPI messages. The MMPINode class provides the interface between the
CommsCenter and the MMPI class and also performs the initial device discovery. Finally, the MMPI
class is the interface to the library as a whole, and is the only class whose methods are exposed to the
developer using MMPI. Relevant data is fed up through the hierarchy, starting at the CommsCenter and
continuing up to the MMPI class. This simplifies matters greatly as information that is relevant at a
particular level of the hierarchy is available only at that level.

2.2 Messages

On receipt of a message by the CommsCentre it must inspect the header to identify the type of the
message it has received and accordingly perform the appropriate action.

The message types are categorised as follows:

• Bridge - The node should take up the role of bridging node.
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• Master - The node should take up the role of master.

• Slave - The node should be a slave exclusively.

• Confirm - The network formation is complete.

• Data - The message contains a data payload.

The first four messages are used only during the formation of the scatternet and the Data message is
used only after the scatternet is formed. Messages will only be processed by the node for which they are
addressed, otherwise they will be forwarded by the message routing system.

2.3 Scatternet Formation

Formation of the scatternet is initiated at a chosen node (the ‘root node’) by first performing an
inquiry for devices that provide the MMPI service. The root node then determines how many piconets
are required to support this number of nodes. In the case of thirteen MMPI capable devices are discovered
then two piconets will be created. The root node selects a device to be the bridge node and sends it a list
of addresses of the other nodes in the network (Algorithm 1).

Data: List of all MMPI capable devices
initialize list of devices to send to bridge node;
foreach device in the list do

if bridge node then
create slave connection;
add bridge node to routing table;

else if prior to bridge node then
create slave connection;
add slave node to routing table;
send Slave message;

else if after bridge node then
add device to list of devices to send to bridge node;
add node to routing table;

add number of devices to Bridge message;
add list of devices to the Bridge message;
send Bridge message;

Algorithm 1: Establishing initial connections at the root node

The bridge node then chooses one of these to be the master of the other piconet and sends it the list
minus the device chosen (Algorithm 2). The second master makes connections to each device on the list,
completing the scatternet formation. It then sends a confirmation message which propagates through the
network via the message routing system.

2.4 Message Routing

In order for a message to reach a recipient with which the sender has no direct connection, the
message must be routed through the network. The library uses a simple message routing table (Table 1)
where each node keeps a table of all the nodes except itself. Each entry in the routing table contains an
index that is used to navigate between nodes.
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Data: list of devices sent by root node
initialize list of devices to send to additional master;
foreach device in the list do

if second master then
create master connection;
add second master to routing table;

else
add node to routing table;

add number of devices to Master message;
add list of devices to the Master message;
send Master message;

Algorithm 2: Establishing connections at the bridge node

Node Node 2 Node 0 Node 5 Node 6
0 0 - 0 0
1 0 0 0 0
2 - 1 0 0
3 0 2 0 0
4 0 3 0 0
5 0 4 - 0
6 0 4 1 -
7 0 4 1 1
8 0 4 1 2
9 0 4 1 3

Table 1: Routing tables for nodes 2, 0, 5 & 6 of a ten node scatternet

In order to send a message from node 2 to node 8 (Figure 3), the following steps are taken. Node 2
looks up node 8 in its routing table (Table 1). Since node 2 has only one link, the index will be 0, and
the message will be sent through that link to node 0. Node 0 then looks up its routing table, finding the
index 4, and sends the message through that link to node 5. Node 5 looks up the routing table again and
sends the message through link 1 to node 6. Node 6 then looks up node 8, finding the index 2 and sends
the message to it through that link.

In summary, for a slave node of piconet one (on the left) (Figure 3) to communicate to a slave node
of piconet two (on the right) all communications traffic is first routed through the master node for piconet
one and forwarded on to the bridge between the two networks. This is then picked up the the master node
of piconet two and again forwarded on to the correct end point. For a node such as the master node of
piconet one to communicate with the master node of piconet two, data need only be forwarded directly
through the bridging node.

3 Using the Library

Using the library to write message passing programs is nearly identical to the original library. The
operations that were supported in the original version of the library are still supported.

3.1 Creating an MMPI Node

To create an MMPI node, the developer first calls the Initialize(...) method of the MMPI class. A
handle to the MIDlet which is using the MMPI library needs to be passed, as does a Boolean value
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Figure 3: Structure of a ten node scatternet topology

indicating whether the node is the root node. The developer needs to determine how this value will be
set themselves, and it should be ensured that all non-root nodes are set up before the root node. This
is because calling Initialize(...) activates the Bluetooth device and registers the MMPI service, allowing
the node to be discovered. The root nodes reaction to the Initialize(...) call will be to create the network.
The non-root nodes reaction will be to wait until this event has occurred and completed. When network
formation is complete, the program can continue execution.

3.2 Message Passing Operations

After calling Initialize the communications world has been created thus giving the developer the
ability to work with both point to point and global communication methods (Listing 1). Unlike many
methods of the original MMPI library (and the MPI libraries), several of the new communications meth-
ods return the actual data received as an object. This is quite different to the other libraries that would
pass a reference into the method for population with the received data.

int Broadcast(Object buffer, int count, int dataType, int root, int tag)
int Scatter(Object sendbuf, int sendcnt, int sendtype, int rcvcnt, int rcvtype, int root)
int Send(Object buffer, int count, int dataType,int dest, int tag)
Object Receive(int count, int dataType, int source, int tag)
Object Gather(Object sendbuf, int sendcnt, int sendtype, int recvcnt, int recvtype, int root ←↩

)
Object Reduce(Object sendbuf, int count, int datatype, int op, int root)

Listing 1: MMPI Communication method prototypes

4 Evaluation

To fully test the library one needs a significant number of mobile devices (far in excess of eight).
Such resources were unavailable at the time of implementation, but the system was developed and tested
using the J2ME emulators of the Sun Wireless Toolkit. The system performed very well on the emulator,
and several applications were developed for test purposes, including such classical applications as the
Mandelbrot Set.

Using the Mandelbrot Set as an example it takes on average 139,360ms to generate an image of 2002

pixels at 500 iterations on a single device using the WTK Emulator. This is significantly slower that a
real world phone such as the Nokia 6630, capable of generating the same image in 52,344ms. When
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multiple instances of the emulator are running and carrying out a complex processing task they do not
appear to achieve total parallelism as one would expect. Many of the emulated devices however do give
processing times as expected on the order of 13 to 14 seconds, when the application is executed with a
set of ten phones.

4.1 Other Applications

Although we have developed the framework mainly to alleviate the node restriction on the existing
version of MMPI, it is not limited to this use only. MMPI itself has been used as a communications
library for Bluetooth gaming [7] and this framework could be used to increase the number of players that
may participate in the game.

5 Conclusion

This paper has outlined a library for creating scatternet based applications, which is capable of paral-
lel computing on adhoc Bluetooth networks of more than eight devices, using the scatternet framework.
The structure and operation of the library has been outlined. It was found that there is a performance
overhead associated with message routing and parsing. The framework can be used for a myriad of appli-
cations, such as multiplayer gaming or chat applications, quite easily. The most important aspect of the
framework is that it can be deployed to any mobile device with MIDP 2.0 and Bluetooth functionality,
therefore it is capable of running on a significant number of todays mobile devices.
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Evaluation of the Recorded State Mechanism for Protecting
Agent Integrity Against Malicious Hosts

Kamalrulnizam Abu Bakar, B. S. Doherty

Abstract: As agent technology is expected to become a possible base platform for
an electronic services framework, especially in the area of Electronic Commerce, re-
liable security protection is a crucial aspect, since some transactions in this area might
involve confidential information, such as credit card number, bank account informa-
tion or some form of digital cash, that has value and might therefore be attacked.
In addition, without proper and reliable security protection, the wide spread use of
agent technology in real world applications could be impeded. In this paper, evalu-
ation of the Recorded State Mechanism (RSM) previously proposed by the authors
is presented. The evaluation examines the RSM security protection and implemen-
tation overhead, in order to analyse the RSM security strength and implementation
feasibility in real world application.

Keywords: Agent security, Malicious host, Recorded State Mechanism.

1 Introduction

Problem in agent technology arise when agents are used in an open and unsecured environment.
For example, a customised agent application is sent out to visit several airline servers (in an open and
unsecured environment) to find a suitable flight. In this example, the agent application is allowed to
completely migrate to (the agent originating host transfer the agent’s code, data and state to the remote
server) and execute in (the remote server executed the receiving agent application) the remote server
environment, to take advantage of exploiting resource near the data source and thus reducing network
traffic [20]. This opens a greater opportunity for the agent application to be abused by the executing host,
because the agent application is fully under control of the executing host [10, 19].

An example of attack by the executing host (the malicious host) is to tamper with the agent’s data or
state, so that the agent will forget all the previous visits and offers held by the agent, and thus force the
agent (application) to accept an offer from the malicious host even though the malicious host’s offer is
not the best offer [10, 17, 19]. This kind of attack is known as a manipulation attack [11, 10]. In this
attack, the owner of the agent may not know the attack has happened. This is because the malicious host
may make subtle changes in the agent’s code, data and state, which are difficult to detect, thus enabling
the malicious host to achieve its objective. In addition, the agent (application) that returns from the
malicious host does not show any different behaviour from an untampered agent, which makes the attack
difficult to detect and prevent.

The problem of manipulation attack has been addressed by the authors using the Recorded State
Mechanism (RSM) [1, 2]. The RSM uses the state of an agent, which is recorded during the agent
execution process inside an execution host environment to detect the malicious host manipulation attack.
In this paper the evaluation of the Recorded State Mechanism is presented. The evaluation analyse the
RSM’s security and overhead its feasibility in real world applications.

The paper is organized as follows: section 2 presents the evaluation of the Recorded State Mecha-
nism, which includes the analysis on the security and implementation overhead of the RSM. Section 3
presents a discussion and the conclusion is presented in section 4.

Copyright © 2006-2008 by CCC Publications
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2 The Evaluation of the Recorded State Mechanism

The Recorded State Mechanism is an integrity protection mechanism that is able to detect manipu-
lation attacks from a malicious host. The mechanism consists of three different types of container, the
RecordedReadOnly, RecordedExecuteOnly and RecordedCollectOnly that are used to record the agent
state information. This recorded agent state information, which consists of the data of the agent (located
in its variables) and the execution information (such as the program counter, the call stack and a few
more items) is used for detecting any modification attacks from the malicious host in order to protect the
integrity of the agent during agent execution inside the malicious host environment.

The evaluation of the Recorded State Mechanism is presented by examines the RSM security protec-
tion and implementation overhead that will be discussed in the next section.

2.1 The Security Analysis of the Recorded State Mechanism

To assess the strength of the Recorded State Mechanism, its ability to handle well-known attacks is
discussed in Table 1.

Summary of evaluation of Recorded State Mechanism

The Recorded State Mechanism is able to detect most of the malicious host attacks that try to tamper
with the agent’s data and state integrity. This mechanism when combined with distributed migration
pattern, can prevent collaboration attacks by two or more hosts and extraction of information by the
malicious host. However attacks such as an execution host lying about input data cannot be detected or
prevented by this mechanism, because the attack does not alter any state information, and so leaves no
trace.

2.2 The Overhead of Implementing the Recorded State Mechanism

The experiments to measure the overhead of implementing the Recorded State Mechanism are con-
ducted using six 400 MHz Sun Ultra Sparc 5 workstations with 128 MB of main memory. Each of the
workstations is running the Solaris 8 operating system and is connected to the others using 100 Mbit/s
UTP1 cable. All of the workstations involved in this experiment were situated in the same room.

In this configuration, one workstation will be chosen among the six workstations to be the home host
for the agent, and only this host has the permission to manage and dispatch the agent. The rest of the
workstations are assumed to be the remote host, having only the capability to receive and dispatch the
agent back to its home host.

To evaluate the security overhead for implementing the Recorded State Mechanism in an agent-
based application, times are measured starting from sending of the agents to the remote hosts and
ending by receiving the agents back from the remote hosts. The times, are measured using the “Sys-
tem.currentTimeMillis()” method in the Java language. This method produces a specific instant in time
with millisecond precision [14].

The experiments are done using four different remote host starting with one remote host, two remote
hosts, three remote hosts and five remote hosts on three different types of agent: plain agent2, agent with
cryptographic security mechanism (Crypto) and agent with these security mechanisms and the recorded
state mechanism (Crypto+RSM). There are four different experiments used in examining the overhead
for implementing the Recorded State Mechanism: one input and one cycle, one hundred inputs and one
cycle, one input and one thousand cycles, and one hundred inputs and one thousand cycles. The input is

1Unshielded Twisted Pair Category 5e
2agents without security mechanisms
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A t t a c k s  S o l u t i o n s  

 
T h e  m a l i c i o u s  h o s t  c o u l d  m a k e  s u b t l e  c h a n g e s  o n  r e a d - o n l y  d a t a  
i n s i d e  t h e  R e c o r d e d R e a d O n l y  c o n t a i n e r  t o  e n a b l e  i t  t o  a c h i e v e  i t s  
o b j e c t i v e ,  i n  s u c h  a  w a y  t h a t  t h e  o w n e r ' s  d i g i t a l  s i g n a t u r e  t h a t  w a s  
s i g n e d  i n  t h e  R e c o r d e d R e a d O n l y  c o n t a i n e r  s t i l l  r e m a i n s  v a l i d .  

 
T h i s  a t t a c k  c a n  b e  r u l e d  o u t ,  b e c a u s e  t h e  d i g i t a l  s i g n a t u r e  ( u s i n g  
S H A 1 ) ,  w h i c h  i s  u s e d  i n  t h e  R e c o r d e d  S t a t e  m e c h a n i s m  i s  
s e c u r e d  a g a i n s t  b r u t e - f o r c e  c o l l i s i o n  a n d  i n v e r s i o n  a t t a c k s ,  
w h e r e  b y  u s i n g  t h e  S H A 1  a s  t h e  d i g i t a l  s i g n a t u r e  f u n c t i o n  c o u l d  
m a k e  t h e  a t t a c k e r  c o m p u t a t i o n a l l y  i n f e a s i b l e  t o  f i n d  a  m e s s a g e  
w h i c h  c o r r e s p o n d s  t o  a  g i v e n  m e s s a g e  d i g e s t ,  o r  t o  f i n d  t w o  
d i f f e r e n t  m e s s a g e s  w h i c h  p r o d u c e  t h e  s a m e  m e s s a g e  d i g e s t .  
 

 
T h e  m a l i c i o u s  h o s t  c o u l d  a l s o  m a k e  s u b t l e  c h a n g e s  o n  b o t h  t h e  
r e a d - o n l y  d a t a  a n d  t h e  d i g i t a l  s i g n a t u r e  f o r  t h e  R e c o r d e d R e a d O n l y  
c o n t a i n e r ,  i n  o r d e r  t o  m a k e  b o t h  o f  t h e m  a p p e a r  t o  b e  v a l i d .  
 

 
T h i s  p o s s i b l e  a t t a c k  c a n  a l s o  b e  r u l e d  o u t  b e c a u s e  i n  o r d e r  t o  
c r e a t e  a  n e w  d i g i t a l  s i g n a t u r e  t h a t  w i l l  b e  v a l i d  f o r  o t h e r  h o s t ,  
t h e  m a l i c i o u s  h o s t  n e e d s  t o  h a v e  a  p r i v a t e  k e y  o f  t h e  a g e n t  
o w n e r .  H o w e v e r ,  o n l y  t h e  k e y  o w n e r  h a s  t h i s  k e y  a n d  n o  o t h e r  
e n t i t y  c a n  p r o d u c e  t h i s  k e y  f r o m  a  m o d i f i e d  h a s h  v a l u e .   
 

 
T h e  m a l i c i o u s  h o s t  c o u l d  a l s o  t a m p e r  w i t h  t h e  a g e n t  s t a t e  r e c o r d e d  
i n  t h e  R e c o r d e d E x e c u t e O n l y  a n d  R e c o r d e d C o l l e c t O n l y  c o n t a i n e r  
b y  m o d i f y i n g  t h e  a g e n t  s t a t e  b e f o r e  t h e  s t a t e  i s  r e c o r d e d  i n t o  b o t h  
c o n t a i n e r s .  T h i s  d u e  t o  t h e  f a c t  t h a t  t h e  r e c o r d e d  p r o c e s s  o f  t h e  
R e c o r d e d  S t a t e  M e c h a n i s m  i s  u n d e r  t h e  m a l i c i o u s  h o s t ' s  c o n t r o l  
a n d  t h e r e f o r e ,  t h e  m a l i c i o u s  h o s t  c a n  d o  a n y t h i n g  t o  i t .  
 

 
T h i s  a t t a c k  c a n  a l s o  b e  r u l e d  o u t  b e c a u s e  t h e  m a l i c i o u s  h o s t  h a s  
t o  u s e  i t s  o w n  p r i v a t e  k e y  t h a t  c o n t a i n s  i t s  i d e n t i t y  i n  o r d e r  t o  
c o m p u t e  a n d  r e - c o m p u t e  t h e  d i g i t a l  s i g n a t u r e  o n  t h e  t a m p e r e d  
s t a t e ,  t h u s  r e v e a l i n g  i t s e l f  d u r i n g  t h e  v e r i f i c a t i o n  p r o c e s s .  
 

 
T h e  m a l i c i o u s  h o s t  c o u l d  a l s o  a t t a c k  t h e  a g e n t  b y  l a u n c h i n g  
c o l l a b o r a t i o n  a t t a c k s  i n  c o o p e r a t i o n  w i t h  t w o  o r  m o r e  c o n s e c u t i v e  
h o s t s  i n  o r d e r  t o  d e n y  t h e  c h e c k i n g  p r o c e s s  f o r  d e t e c t i n g  a n y  
m a l i c i o u s  h o s t  a t t a c k  f r o m  t h e  p r e v i o u s  v i s i t  o r  t o  r e m o v e  a n y  
a g e n t  s t a t e  t h a t  r e c o r d s  t h e  c h a n g e s  m a d e  b y  t h e  p r e v i o u s  h o s t  o n  
t h e  a g e n t  d u r i n g  i t s  e x e c u t i o n  s e s s i o n .  I n  a d d i t i o n ,  t h e  m a l i c i o u s  
h o s t  c o u l d  a l s o  u s e  t h e  c o l l a b o r a t i o n  a t t a c k  t o  e x t r a c t  i n f o r m a t i o n  
f r o m  t h e  a g e n t  t o  w i n  s o m e  c o m p e t i t i o n  o v e r  o t h e r  h o s t s .  

 
T h e  a t t a c k  c a n  b e  r u l e d  o u t  s i n c e  t h e  u s e d  o f  m a s t e r - s l a v e  a g e n t  
a r c h i t e c t u r e  i n  i m p l e m e n t i n g  t h e  R e c o r d e d  S t a t e  M e c h a n i s m  
o n l y  a l l o w s  d i f f e r e n t  a g e n t s  t o  b e  s e n t  a n d  s e r v e d  b y  d i f f e r e n t  
r e m o t e  h o s t s .  A n  a g e n t  v i s i t s  o n l y  o n e  h o s t ,  t h u s  p r e c l u d i n g  t h e  
c o l l a b o r a t i n g  a t t a c k .  I n  a d d i t i o n ,  t h e  i n f o r m a t i o n  e x t r a c t e d  f r o m  
a  s i n g l e  a g e n t  d o e s  n o t  g i v e  e n o u g h  i n f o r m a t i o n  t o  t h e  
m a l i c i o u s  h o s t  t o  a l l o w  i t  t o  w i n  a n y  c o m p e t i t i o n  o v e r  o t h e r  
h o s t s  b e c a u s e  t h e  e x t r a c t e d  i n f o r m a t i o n  i s  n o t  s u f f i c i e n t  b y  
i t s e l f .  
 

 
T h e  m a l i c i o u s  h o s t  c o u l d  a l s o  l i e  a b o u t  t h e  i n p u t  d a t a ,  w h i c h  i s  
r e c o r d e d  i n  t h e  R e c o r d e d E x e c u t e O n l y  a n d  t h e  
R e c o r d e d C o l l e c t O n l y  c o n t a i n e r s  i n  o r d e r  t o  d e c e i v e  t h e  o w n e r  o f  
t h e  a g e n t .  
 

 
T h i s  a t t a c k  i s  u n a b l e  t o  b e  r u l e d  o u t  b y  t h e  R e c o r d e d  S t a t e  
M e c h a n i s m  b e c a u s e  t h e  i n p u t  d a t a  t h a t  w a s  s u p p l i e d  b y  t h e  
m a l i c i o u s  h o s t  i s  a s s u m e d  t o  b e  a  c o r r e c t  d a t a  b y  t h e  a g e n t ,  
s i n c e  o n l y  t h e  m a l i c i o u s  h o s t  k n o w s  w h e t h e r  t h e  i n p u t  d a t a  i s  
c o r r e c t  o r  i n c o r r e c t .  H o w e v e r ,  t h e  o w n e r  o f  t h e  a g e n t  k n o w s  t h e  
i d e n t i t y  o f  t h e  h o s t ,  w h i c h  s u p p l i e s  t h e  i n p u t  d a t a  t o  t h e  a g e n t  
b e c a u s e  a l l  t h e  d a t a  a n d  s t a t e  a r e  d i g i t a l l y  s i g n e d  b y  t h e  
e x e c u t i o n  h o s t  b e f o r e  t h e  d a t a  a n d  s t a t e  l e a v e d  t h e  e x e c u t i o n  
h o s t .  T h u s ,  t h e  o w n e r  o f  t h e  a g e n t  k n o w s  w h i c h  e x e c u t i o n  h o s t  
i s  r e s p o n s i b l e  f o r  s u p p l y i n g  t h e  f a l s e  i n p u t  d a t a .  
 

 
T h e  m a l i c i o u s  h o s t  c o u l d  a l t e r  t h e  R a n d o m  S e q u e n c e  3 - l e v e l  
o b f u s c a t i o n  a l g o r i t h m  t o  e x e c u t e  i n  m a n y  d i f f e r e n t  w a y s  ( i n c o r r e c t  
e x e c u t i o n  a t t a c k )  
 

 
T h i s  a t t a c k  c a n  b e  r u l e d  o u t  s i n c e  t h e  R e c o r d e d  S t a t e  
M e c h a n i s m  w i l l  c h e c k  t h e  r e s u l t s  g a t h e r e d  b y  t h e  r e t u r n i n g  
s l a v e  a g e n t  b y  e x e c u t i n g  t h e  s a m e  e x e c u t i o n  p r o c e s s  t h a t  i s  
a s s u m e d ,  h a s  b e e n  d o n e  b y  t h e  s l a v e  a g e n t  i n s i d e  t h e  r e m o t e  
h o s t  e x e c u t i o n  e n v i r o n m e n t .  
 

 
Table 1: Possible attacks and solutions of the Recorded State Mechanism

represents a character. This character is use as a data that need to be protected by the agent. The cycle,
on the other hand represents a loop that is used to simulate an agent tasks.

Note that all of the experiments on the Recorded State Mechanism are using master-slave agent
architecture and operates on the distributed migration pattern [1, 2].

The experiment is performed for 20 runs and the result for each run is gathered in milliseconds. From
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the author’s observation, all the 20 runs in this experiment give very similar results and for this reason,
20 runs of the experiment are considered sufficient. The average result of all the 20 runs is taken and
converted into seconds. The result is then rounded up and presented in two decimal places as given and
illustrated in Tables 2 to 5 and Figure 1 to 4 respectively.

Number of Mean Standard Error Standard Deviation
Remote Hosts Plain Cyp Cyp+RSM Plain Cyp Cyp+RSM Plain Cyp Cyp+RSM

1 1.54 29.15 28.91 0.003 2.18 1.23 0.01 9.73 5.52
2 2.49 30.89 31.11 0.003 2 1.38 0.02 8.93 6.19
3 3.37 31 32 0.004 0.93 0.98 0.02 4.15 4.38
5 5.35 36.36 36.03 0.011 1.5 1.87 0.05 6.7 8.37

Plain = Without Cryptographic Mechanism
Cyp (Crypto) = Cryptographic Mechanism
RSM = Recorded State Mechanism

Table 2: Summary Statistics of The Recorded State Mechanism Overhead (1 Input and 1 Cycle Experi-
ment)
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Figure 1: Security Overhead of The Recorded State Mechanism (1 Input and 1 Cycle Experiment)

Based on the observation on the results gained through the experiments done, it can be seen that the
standard error and the standard deviation of the security overhead are similar regarding the number of
remote host but different between agents. Agents with security mechanism give larger standard error
since the agents have to execute many tasks such as generate the cryptography key, generate digital
signature, verify digital signature and execute encryption and decryption.

From the results given in Table 2 and illustrated in Figure 1, it can be seen that the mean of the security
overhead is almost the same for agents with security mechanism and agents with security mechanism plus
RSM, where the security overhead for the agent with security mechanism plus RSM is just 7.82 % higher
than the overhead for the agent with security mechanism. However, both agent’s security overheads are
higher by up to 1792.86 % than the overhead for the plain agent.

From Table 3 and Figure 2, the security overhead for the plain agent is almost the same as with one
input given in Table 2 and Figure 1, but the security overhead for the agents with security mechanism is
increased by up to 60.52 % along the security overhead with one input.

Results in Table 4, Table 5, Figure 3 and Figure 4 show that the security overhead for all the agents
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Number of Mean Standard Error Standard Deviation
Remote Hosts Plain Cyp Cyp+RSM Plain Cyp Cyp+RSM Plain Cyp Cyp+RSM

1 1.55 45.43 45.32 0.003 1.21 1.19 0.01 5.42 5.34
2 2.53 45.99 48.21 0.005 1.35 1.83 0.02 6.03 8.18
3 3.37 49.76 49.42 0.002 1.13 1.26 0.01 5.03 5.65
5 5.43 53.09 53.14 0.005 1.09 1.76 0.02 4.86 7.85

Table 3: Summary Statistics of The Recorded State Mechanism Overhead (100 Input and 1 Cycle Ex-
periment)

S e c u r i t y  O v e r h e a d  f o r  I m p l e m e n t i n g  T h e  R e c o r d e d  
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Figure 2: Security Overhead of The Recorded State Mechanism (100 Input and 1 Cycle Experiment)

is similar to the security overhead of the agents with the same number of input but different number of
cycle given in Table 2, Table 3, Figure 1 and Figure 2 respectively. Therefore, it is worth noting that
number of cycles does not affect the security overhead of the agents.

Number of Mean Standard Error Standard Deviation
Remote Hosts Plain Cyp Cyp+RSM Plain Cyp Cyp+RSM Plain Cyp Cyp+RSM

1 2.41 27.65 28.94 0.008 0.77 1.55 0.04 3.45 6.94
2 3.53 30.91 31.31 0.008 1.38 1.68 0.04 6.18 7.53
3 5.17 30.94 33.36 0.005 1 1.04 0.02 4.46 4.65
5 7.34 38.46 37.57 0.01 1.29 1.69 0.05 5.76 7.55

Table 4: Summary Statistics of The Recorded State Mechanism Overhead (1 Input and 10000 Cycle
Experiment)

Summary of experimental results

It can be seen from the results shown in Tables 2 to 5 and illustrated in Figures 1 to 4 that the
implementation of the Recorded State Mechanism does increase the overhead by only up to an acceptable
7.82 % when compared to the agent with security mechanism but 2830.96 % when compared to the plain
agent. However, the low overhead of the plain agent is not important since the plain agent does not have
any security protection.
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Figure 3: Security Overhead of The Recorded State Mechanism (1 Input and 10000 Cycle Experiment)

Number of Mean Standard Error Standard Deviation
Remote Hosts Plain Cyp Cyp+RSM Plain Cyp Cyp+RSM Plain Cyp Cyp+RSM

1 2.39 45.93 47.26 0.005 1.06 1.11 0.02 4.76 4.97
2 3.56 48.63 48.85 0.005 0.73 1.42 0.02 3.28 6.36
3 5.17 50.86 51.54 0.008 1.52 1.57 0.03 6.82 7.01
5 7.4 54.36 54.48 0.015 1.8 1.94 0.07 8.05 8.66

Table 5: Summary Statistics of The Recorded State Mechanism Overhead (100 Input and 10000 Cycle
Experiment)
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Figure 4: Security Overhead of The Recorded State Mechanism (100 Input and 10000 Cycle Experiment)

3 Discussion

Integrity protection is one of the main requirements for protecting agents against a malicious host
attacks. The requirement was successfully fulfilled3 by the Recorded State Mechanism, which is able to
detect most of the malicious host attacks that try to tamper with the agent’s data and state integrity.

The analysis on security strength and implementation feasibility of the Recorded State Mechanism in
real world applications has been conducted. The security strength of the Recorded State Mechanism has

3detect or prevent some attacks and made others more difficult
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been analysed by evaluating the mechanism against well-known attack scenarios, and from the results, it
can be seen that the mechanism is capable to prevent or detect some of the attacks and made other attacks
more difficult. The implementation feasibility is measured by examining the overhead imposed by the
mechanism in protecting agents integrity against malicious host attacks. The result shows that the RSM
imposed an acceptable overhead.

4 Conclusion

This paper presented the evaluation of the Recorded State Mechanism for protecting the integrity of
the agents against the malicious host attacks. The evaluation produced significant results on the strength
of the Recorded State Mechanism, where it is able to prevent or detect some attacks and made other
attacks more difficult with an acceptable overhead. In conclusion, the mechanism offered significant
advances in protection of agents against malicious host attacks and is therefore suitable for use in real
world applications.
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Editorial Note: The program committee of ICVL 2007 sent to IJCCC nine of the best
papers presented at the conference, with the recommendation to be published in an extended
form. After a new evaluation, our reviewers decided that five of those papers can be published
in IJCCC, two of which in this issue.

Abstract: The advance of Internet towards Web 2.0 conveys the potential it has in
a wide range of scopes. The ongoing progress of the Web technology and its avail-
ability in teaching and learning, as well as a students’ profile increasingly more used
to managing an important amount of digital information, offers lecturers the oppor-
tunity and challenge of putting at students’ disposal didactic tools making use of the
Internet. Programming is one of the essential areas taught in university studies of
Computer Science and other engineering degrees. At present, it is a knowledge ac-
quired through tutorial classes and the practice with different tools for programming.
This paper shows the acquired experience in the development and use of a simple
compiler accessible through a Web page. In addition it presents a teaching proposal
for its use in subjects that include programming languages lessons. OLC - On-Line
Compiler - is an application which greatly lightens the student’s workload at the ini-
tial stage of programming. During this initial period they will neither have to deal
with the complexities of the installation and the configuration of these types of tools,
nor with the understanding of multiple options which they present. Therefore stu-
dents can concentrate on the comprehension of the programming structures and the
programming language to be studied.
Keywords: Compiler, e-learning, interactivity, virtual laboratory, web 2.0, video
tutorials.

1 Introduction

New Information and Communication Technologies (ICT’s) still imply changes in a wide range of
society scopes. A society in which the information, its use and distribution in digital format are part of a
number of tasks carried out every day. New generations understand their environment in a natural way as
well as the use of these technologies. This is reflected in university students who are increasingly getting
used to managing this kind of information [1]. From the beginning Internet has meant a milestone in
communication at a world wide level [2]. It provides Net users with an hypertext document system with
a rich content and hyperlinks that allow to reference another resource: text document, image, animation,
audio or video. In its beginning, information was contained in HTML pages that were not updated very
frequently. From here its evolution was directed to dynamic HTML pages that make use of CMS with
data bases. Next, it was directed to Web 2.0, a concept that has turned into reality in Internet, through
which contents and the way of interaction with these contents in Internet have changed. Users, from
sharing these contents, have turned their role into the edition and classification of them.

2 Web 2.0

This term, Web 2.0 [3], coined for the first time in 2004, makes reference to a new vision of the
Web which has evolved towards users’ communities, interaction and social networks. Amongst the tech-
nologies that bring the Web 2.0 into reality we find: the ones that use the Web platform to host desktop

Copyright © 2006-2008 by CCC Publications
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applications; the ones that separate content and design using style sheets; the ones that support RSS or
the ones that allow the management of users and communities. In the same way, there exists a set of Web
services that can be considered indicators of the advance towards Web 2.0 [4]. These services provide
communication mechanisms that make it possible to present information to users actively. Amongst these
services we can find advertising services, shared photo-database, community-generated tag database, de-
livery of contents, encyclopaedias or personal web pages. Web navigators have experienced an important
progress with regard to their function. They have been evolving from their beginnings, in which their
function consisted in showing the contents of static web pages and their hyperlinks. Later on they went
further, interpreting the interfaces that show one or various data bases’ content. At present they sup-
port newest technologies that allow not only the interaction with dynamic web pages but also a wide
range of web services. Amongst them social networks, that promotes information interchange between
users. Internet has undergone a change which has made it become a relevant instrument for teaching and
knowledge spreading, no matter the subject area. The presence of e-learning in Internet has allowed to
increase education quality and its disposition. Its use to create teaching applications is fully interesting,
being able to use, among other features, interactivity.

3 OLC: Learning Programming

Nowadays, programming is one of the essential areas taught in university studies of Computer Sci-
ence and other engineering degrees, as well as in diplomas of Computer Science. At present, it is a
knowledge acquired through theoretical classes and the practice with different tools for programming
such as editors, compilers, linkers, debuggers or interpreters. In addition to this we find teacher tutorial
classes. Being included in all programming subjects, compilers generate the executable programs made
of the instructions written by the programmers. Compilation is a process carried out by means of the suc-
cession of a set of operations through which, using the instructions written in a programming language,
we obtain the code written in another language that is understood by the computer. This is how we obtain
executable programs. The Web 2.0 is at its very peak, this fact and the change in the web navigators’
function allow to make use of them as production tools such as text editors, spreadsheets or, as we ex-
pound in the present work, a compiler. In this way we can move a multilanguage IDE from a computer to
a Web page. OLC -On Line Compiler- is an application which greatly lightens the student’s workload at
the initial stage of programming. Its use is especially intended for subjects where the students must learn
how to make programs. During this initial period they will neither have to deal with the complexities
of the installation and the configuration of these types of tools, nor with the understanding of multiple
options which they present. Therefore students can concentrate on the comprehension of programming
structures and the programming language to be studied. The use made of the compiler in this initial stage
is restricted to create programs from a set of instructions free of errors. The student will have written
these instructions and the compiler will have helped to correct them. This way in later stages of the
learning process and once the students have acquired the basic knowledge of the programming structures
and the programming language, they can start using compilers with more complexities in the installation
and configuration tasks as well as with a higher number of options. The knowledge acquired by the
students in this first stage of the learning process helps them to get a better comprehension of the use and
handling of the compilers.

3.1 Functionality

OLC interface is simple and intuitive.An interface defines the communication boundary between two
entities, in this case between the students and the application. After the student identification, s/he must
choose the programming language with which s/he is going to work. This can be performed from the
selection language menu. Figure 1.
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Figure 1: Welcome screen. Where the student chooses the programming language to work with.

Once the programming language is chosen, the screen on Figure 2 will be displayed. The tabs menu
located at the top of the screen, offers users the navigation through the editor, the files, the tutorials and
other sections.

In the section "My files" a list with the user’s files located on the server for that language is shown.
These files are displayed by the last modified date. The students can manage their files using the available
options. They can also load files in the server and work with them. Under the tabs menu, the tools bar
can be found, whose options make it possible to work with different files and the code. Below the screen
is divided into two text areas:

• One for the code, at the top, where students will write the code of their programs.

• One for the results, at the bottom, only for reading, that will give information about the different
actions performed in the files.

Local files are shown as a list with a colour code used to identify them. Figure 3.
Apart from the local files the application has a set of tutorials in video. By using them the information

transmition can be carried out in a more efficient and interesting way for students. Through these videos
Figure 4, a learning process can be established. These video tutorials have got a clear purpose: to assist
users in learning how to manage the compiler and to follow the practical classes. These video tutorials are
delivered through files embedded in the web page of OLC. This kind of material has got an increasingly
didactic interest, since students will have the possibility of viewing again those chapters of the video
where some doubts may have arisen. They could do this as many times as necessary [5] and from any
device [6] with an Internet connection.

In the server we can find also a set of local files with examples. The teachers after the lessons can
propose practical exercises using the different examples that can be found in the folders on-line. During
the teaching period they can check the results of students’ work, directing them in their learning process.
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Figure 2: OLC Work screen. With the tabs menu, the tools bar, and two text areas: one for the code and
the other one for the results.

Figure 3: List of local files, with a colour code used to identify them.
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Figure 4: Multimedia Tutorials.

4 Teaching proposal with OLC

The subject "Fundamentals of Computer Science" is taught in the first year of various engineering
degrees, amongst them the degree of "Chemical Engineering" of the "School of Industrial Engineering"
that belongs to the University of Las Palmas de Gran Canaria. This subject, in this degree, is taught in
the second term of the first academic year. Its aim is that students acquire basic knowledge of Computer
Science in the theoretical classes and basic knowledge of programming in the practical classes. The
theoretical hours are taught in the theory classrooms and the practical hours are taught in the laboratory.
This is a classroom equipped with computers, one for each student, and connected to Internet. Program-
ming knowledge is necessary for the use of certain tools that students will use in the following academic
years, such as programmable calculators or software like Matlab. The number of teaching hours is three
of theoretical lessons per week using traditional methods and one hour of practical lessons. This means
fifteen practical hours during the term.

• In the first five hours of practical classes basic knowledge of programming, tools to use and C
language are introduced. In the first hour of these five an introductory class of OLC will be taught.
The following four hours the lessons will be taught through the video tutorials that will indicate
how to make use of OLC and will ask the students to work with the examples proposed by the
teachers. These first exercises will consist of simple programs that students will have to edit,
modify and compile.

• In the following five hours, students will work in the modification and creation of computer pro-
grams. The proposal of modification made by the teachers will consist of making changes in
programs that make use of a bit more complex structures than the ones used in the previous phase.
A group of ten exercises could be completed, two for each practical hour, with an increasingly
difficulty.



74
Cayetano Guerra Artal, Maria Dolores Afonso Suarez

Idafen Santana Perez, Ruben Quesada Lopez

• For the last five hours the students must work in a practical exercise proposed by themselves.
Teachers must give their approval to this proposal computer program. This will be the final exercise
to evaluate and should be made with a more powerful compiler. At this stage of the learning
process, students must already control the use of the compiler and its different options.

The independence acquired by the student after these stages using OLC and their control in the
comprehension and use of other compiles should be noticeable. The assessment process will take into
account the valuation of the supervision of their work with OLC and the final exercise proposed. Accord-
ing to this approach, using OLC compiler the role of teachers is greatly restated. They could dedicate
time to transmitting motivation about the subject being studied and directing the students in their studies.
Besides, the supervision of their work and the evaluation is a continuous process that could be done
completely on-line. The role of students has also changed. The use of this kind of applications gives
them more autonomy than in previous academic courses.

5 Didactic perspective

The work developed has been exposed to a group of five teachers [7] whose subjects deal with
programming. All these subjects are included in the first academic year of several engineering studies.
Different opinions about the exposition have been found. The features that the teachers have taken into
account to give their viewpoint about OLC have been: the professional profile their students will have in
the future; the use they will make of programming both in the academic and professional field, and the
level of knowledge they must achieve during the academic course. To a lesser extent they have considered
the percentage that programming has in the final evaluation and the number of hours they must dedicate
to the practical part of the subject.

• Teacher one. He teaches "Basic Knowledge of Computer Science" belonging to the first course of
"Chemical Engineering". To me the teaching proposal is the right one. The students find many
difficulties in the understanding of compilers at the initial period of learning programming, he
thinks. Furthermore, sometimes even the use of computer is complex for them, although they
learn quickly. Professionally they will unlikely need to make computer programs. Nevertheless,
in the following academic years, surely, they will need to understand what variables are and how
to make use of them in small computer programs as well as using them in small functions created
for MatLab. According to the teacher in their senior thesis, it is very probable that they will only
need to manage statistics information and perhaps make some update or modification in a small
computer program in order to obtain some of this information.

• Teacher two. She is the responsible for the practical part of the subject "Fundamentals of Com-
puter Science". This subject corresponds to the group of training complements in the degree in
Industrial Organization Engineering. In my opinion the teaching proposal with OLC is very well
structured. Maybe the level of knowledge shown in the video tutorials is quite high, since generally
the students who apply for this degree do not have a high interest in programming. The number of
students that choose the subject is low. They try to pass the subject without paying attention to the
tools they are using. Professionally it is not probable that they will make use of these programming
skills in the future. That is why the percentage of the final evaluation is low, although the use of
multimedia material could be proposed for other subjects, since these multimedia tools are ideal
for teaching.

• Teacher three. He is the coordinator of the subject "Programming Methodology" belonging to the
first course of "Technical Computer Science Engineering". He thinks it is a good proposal. In his
department they have thought to develop a similar tool. However, they have not considered using
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multimedia tutorials, just only help files. We should take advantage of these multimedia capacities.
His students will surely use the programming knowledge both at an academic level and in their
professional life.

• Teacher four. She has taught "Fundamentals of Computers" in the first year of "Computer Science
Systems Engineering". She finds the teaching proposal with OLC interesting. In fact in "Funda-
mentals of Computer" she uses a program developed for students to use in order to create computer
programs in assembly language . Thus they will not have to make use of the machine compiler.
According to her, the students are well trained in Computer Science; therefore they do not need
to begin with a tool so simple. However there exists a fundamental aspect of this tool that should
be exploited: to have production tools in the Web. Undoubtedly they mean a great advantage, she
thinks. Proposals with more functions and accessible from the Web would be very interesting for
her students.

• Teacher five. She teaches "Basic Knowledge of Computer Science" belonging to the first course of
"Public Works Technical Engineering" in all its three specialities: "Hydrology", "Civil Building",
and "Urban Transport and Services". She thinks that the proposal is of no interest for what she
needs, bearing in mind the number of practical lessons per week and the teaching content, which
do not match together. She believes that in the future students will not make much use of this
programming knowledge. It is quite complex to make them understand some concepts. We are
just in a period in which not all the students who reach university studies are equally trained in
Computer Science, and only some of them have got a computer at home. Maybe the practical
lessons should be concentrated on removing programming knowledge from the contents of the
subject.

Some students have also given their opinion about the environment. Their profile extends from
students of computer science engineering in their second year at the university to some professional that
already have finished the bachelor of "Computer Science".

• Student one. He studies the 2nd year of the degree "Industrial Engineering" (basic knowledge).
The possibility of make my programs without having to install any software in my computer (I
have had problems trying to install some C compilers before), makes me save time and allows me
to work in the same conditions independently of the place -laboratory or home-. Furthermore with
no knowledge about Linux, I could compile my first program in that operating system.

• Student two. He studies the 2nd year of the bachelor degrees "Computer Science Engineering"
(learning C programming language) The use of OLC is ideal to learn a programming language.
Firstly, it hides tiresome options that do not add anything to a beginner user, as path specifications
or debug options. Moreover the availability of the video tutorials while using the editor is much
handy that making programs in a conventional programming environment, where you should read
the tutorial in a web page or using paper format. Finally, the operations I can carry out with "my
files" option are the necessary ones for a beginner (save, compile, indent, and download the .exe
file), and can be made in an easy way.

• Student three. He has finished the bachelor degree "Computer Science Engineering" and in a few
weeks will defend his senior thesis (high level of programming language knowledge). I like the
idea implemented, to have the compiler in the web allow access from any computer with an Internet
connection and it is useful to compile in a specific moment with no need to download and install
a compiler. For students that just make a brief immersion in the programming studies is ideal in
fact, but if you study Computer Science at a professional level you find limitations. Apart of this,
to download the .exe file with the result of the compilation every time is not much useful cause it
is more handy the characteristic exe button of an IDE.
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• Student four. He still has to study three subjects to finish the degree "Computer Science Engineer-
ing" (high level of programming language knowledge). For me it wasn’t a trouble to install the
C compiler, this tool is not the compiler I would have liked to use at the beginning. I think that
when I began to make programs in C language I installed the compiler in my computer at home so
I had not used OLC at all. On the other hand I cannot execute the programs made on-line and this
is something that I do not like. When you compile a program the first thing you want to prove is
the result, and using OLC you must download the .exe file, I prefer to compile with my IDE. The
great advantage could be to compile and execute on-line.

• Student five. He has finished the bachelor degree "Computer Science Engineering" and is develop-
ing his senior thesis (high level of programming language knowledge). Advantages: - Easy to use.
- You do not have to install any software, just only an Internet connection is necessary. - You can
work from everywhere: home, laboratories, any place with an Internet connection. Disadvantages:
- To download the .exe file. - Just a few options of debug - I do not like that my programs be in
the Web, for security reasons. In resume: It is interesting at an initial stage of programming or for
easy programs in computers where you do not have a compiler installed but apart from that it does
not offer much more. It could be more attractive if you could execute your programs on -line.

6 Conclusions

This work proposes an interesting initiative in the field of e-learning: to portray interactive applica-
tions on-line for didactic use [8]. A simple compiler accessible from the Web provides students with an
easy way to learn at the initial stage of programming studies. OLC makes use of multimedia contents
to support teachers in the teaching process. These contents show how to work with the on-line compiler
and with the programming language [9]. Apart from these there are further advantages, such as having
at students and teachers’ disposal [10] the compiler through the Web and the possibility of making use
of it at any time and from any computer with an Internet connection. Thus barriers of time and space
are eliminated. Students will have access to the compiler, the contents and the files with which they
have been working. Besides, there is no need to save the work in store devices nor to install software.
To have remote virtual laboratories increases their efficiency [11] and reduces the costs of the resources
used in learning [12]. OLC could not compete with the powerful traditional IDE’s due to its limitations
for the expert software development, but undoubtedly it fills the void that exists in the area of teaching
programming at the initial stage. This experience has already passed from the development phase to
the experimental one. At present we are working on a research of those subjects that include program-
ming languages lessons, and the use of OLC could be suitable. As many other initiatives, to promote
its acceptance and to achieve its use depend on Programming teachers, who have already valued the
application positively and favourably. According to their opinion, to introduce the students in the field of
programming is hard in the initial stage. Not only for the complexity of the control and data structures
and the programming language to learn, but also for the complexity of the tools they need to use, such
as compilers, bearing in mind that students only need to make use of a reduced number of functions at
their initial period of their programming studies. Using this kind of applications with multimedia con-
tents allow teachers to dedicate time to activities which improve the quality of teaching, transmitting a
further motivation about the subject to be studied and the results they can obtain, as well as directing
students closely in their studies. [13]. In the near future, we will continue this line of work. Our new
projects involve the development of other applications accessible from the Web [14], used as OLC, in
e-learning field. Some of these applications will count on a key feature: interactivity [15]. Thus students
will develop new working methods [16] in order to ensure participation [17].



OLC, On-Line Compiler to Teach Programming Languages 77

7 Acknowledgment

This article is an extended version of our paper [18], published in Proceedings of the 2nd International
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Adaptive Compensation of Friction Forces with Differential Filter

Kouichi Mitsunaga, Takami Matsuo

Abstract: In this paper, we design an adaptive controller to compensate the non-
linear friction model when the output is the position. First, we present an adaptive
differential filter to estimate the velocity. Secondly, the dynamic friction force is
compensated by a fuzzy adaptive controller with position measurements. Finally, a
simulation result for the proposed controller is demonstrated.
Keywords: nonlinear friction, adaptive controller, fuzzy basis function expansion,
adaptive differential filter.

1 Introduction

Friction is one of the greatest obstacles in high precision positioning systems. Since it can cause
steady state and tracking errors, its influence on the response of the systems must be considered seriously
([10]). Many friction models have been proposed that differ on the friction effects that are modeled in
a lubricated contact. These models are divided into two categories: the kinetic and dynamic friction
models. The kinetic friction models take into account the friction effects such as the viscous friction, the
Coulomb friction, and the Stribeck effect. Another category of friction model includes dynamic friction
model that embody the natural mechanism of friction generation such as the LuGre model ([2]).

The coefficients of the various friction-related effects are usually very difficult to measure. A num-
ber of methods for friction estimation and compensation have been proposed for these models: adaptive
control, joint torque control, learning control, variable structure control, and so on. Friedland et al.[5]
proposed a reduced-order nonlinear observer to estimate the velocity-dependent coefficient of the clas-
sical nonlinear friction model with velocity measurements. Huang et al.[9] presented an adaptive radial
basis function observer to compensate for the effects of the dynamic friction model full-states measure-
ments. Tomei[15] considered the tracking problem for robot manipulators with unknown parameters
and dynamic LuGre model using full-states information. Ge et al.[6] presented adaptive controllers
by combining neural network parameterization, dual observer for state estimation/stability and adaptive
control techniques based on the dynamic LuGre friction model. Sato et al.[14] proposed an adaptive
friction compensation method with an H∞ performance using the neural network approximation that is
equivalent to the radial basis function approximation or fuzzy basis function approximation. They used
the neural network approximation to parameterize the nonlinear characteristics of the dynamic LuGre
model. A sliding-mode type error function is introduced that requires full-states measurements. Canudas
de Wit et al.[3] designed an observer-based adaptive friction compensation scheme for systems with
generalized position/velocity static characteristics based on full stats measurement. The proposed con-
troller guarantees the global asymptotic stability of the tracking error while preserving boundedness of
all the internal signals. The nonlinear friction is approximated either by a linear span of set of contin-
uous known function, or by a neural network of bounded basis function. Putra et al.[12] proposed an
observer-based friction compensation for a class of the kinetic friction models with known system param-
eters based on the strictly positive real condition. In the case of partial-states measurements, an adaptive
estimator that does not require the strictly positive realness of the plants is needed. Ray et al.[13] pre-
sented a non-model-based friction estimation method using extended Kalman-Bucy filtering. The filter
is used to estimate a friction force with the full-states measurements. For the classical nonlinear friction
model without velocity measurements, Xia et al.[17] employed a velocity observer based on state space
nonlinear friction model and designed an adaptive controller that achieved a semi-global asymptotically
stability. The velocity observer is a model-based estimator that requires plant parameters to estimate the
velocity. Park et al.[11] proposed a non-model-based differential filter of a nonlinear function based on

Copyright © 2006-2008 by CCC Publications
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the adaptive control theory. The proposed differential filter is applied to estimate the time-derivative of
a nonlinear function of the intensity for each pixel to detect moving objects within a scene acquired by
a stationary camera. In estimating the friction forces, the differential filter is applicable to estimate the
velocity with the position measurements.

In this paper, we design a friction compensator with the position measurement. To begin with,
an adaptive differential filter that is a non-model based adaptive algorithm to estimate the derivative
of a signal, is designed to estimate the velocity signal. Next, the velocity signal in friction compensator
proposed by Canudas de Wit et al.[3] is replaced by the estimate of the adaptive differential filter. Finally,
a simulation result of the proposed compensator is presented. From the simulation result, it is shown that
the proposed compensator is robust against additive noises.

2 Adaptive differential filter

The velocity information is the most important data to estimate and compensate the friction forces.
Most of the conventional papers assume that the velocity is measurable. If the velocity information is
not available, we have to estimate the velocity signal. Park et al.[11] proposed the adaptive estimator
of the time-derivative of an output that is called the adaptive differential filter. Their estimator causes
the estimation error in the case of fast time-varying signals. In this paper, we present another adaptive
differential filter applicable to fast time-varying signals.

Let y(t) be a measurement signal at a time t and f (y(t)) be its nonlinear function. We define θT (t)
as the derivative with respect to time of the nonlinear function f (y(t)), i.e.

θT (t) =
d f (y(t))

dt
=

d f (y)
dy

dy(t)
dt

. (1)

If d f (x)
dx has the inverse

(
d f (x)

dx

)−1
, we have

ẏ(t) = θT (t)ξ (t), (2)

ξ (t) =
(

d f (y)
dy

)−1

. (3)

The problem is defined as follows:

Problem 1. Design a differential filter to estimate the derivative, θT (t), of the nonlinear function f (y(t))
with available signal y(t) and without any knowledge of its dynamics.

If the signal ξ (t) is available, Problem 1 is equivalent to the estimation problem of the time-varying
parameter θT in Eq.(2) with the available signals y(t) and ξ (t). It is assumed that the time-varying
parameter in (2) is satisfied the following inequality:

|θT (t)−θT 0| ≤ εT 0

where θ0 is an unknown constant, and ε0 is a known constant. Eq.(2) can be rewritten as

ẏ = θT 0ξ (t)+ εT (t)ξ (t) (4)

where εT (t) = θT (t)−θT 0. We give an adaptive observer as

˙̂yT =−k(ŷT − y)+ θ̂T (t)ξ (t)− ε̂T (t)sgn(ŷT − y)|ξ (t)| (5)

where k > 0. Defining the observer error as eT (t) = ŷT (t)− y(t), we obtain the error system as

ėT =−keT + θ̃T (t)ξ (t)− ε̂T (t)sgn(eT )|ξ (t)|− εT (t)ξ (t) (6)
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where θ̃T (t) = θ̂T (t)−θT 0.
The parameter update laws are selected as

˙̃θT (t) = ˙̂θT (t) =−γeT (t)ξ (t) (7)
˙̂εT (t) = |eT (t)||ξ (t)| (8)

where γ > 0.
We can prove the following lemma:

Lemma 1. Consider the error system (6). The parameter update laws guarantee the stability of the
origin of the error system as follows:

eT (t)→ 0 (t → ∞).

Moreover, if limt→∞ėT (t) = 0, then limt→∞θ̃T ε(t) = 0, where θ̃T ε(t) = θ̂T (t)−θT (t).

Proof:
The whole system can be written by

ėT = −keT + θ̃T (t)ξ (t)− ε̂T (t)sgn(eT )|ξ (t)|− εT (t)ξ (t)
˙̃θT = −γeT ξ (t)
˙̂εT = |eT ||ξ (t)|.

Define a Lyapunov-like function as

V1 =
1
2

(
e2

T (t)+
1
γ

θ̃ 2
T (t)+ ε̃2

T (t)
)

where ε̃T (t) = ε̂T (t)− εT 0. Its time derivative is given by

V̇1 = eT ėT +
1
γ

θ̃T
˙̃θT + ε̃T ˙̂εT

= eT (−keT + θ̃T (t)ξ (t)− ε̂T (t)sgn(eT )|ξ (t)|
−εT (t)ξ (t))+

1
γ

θ̃T
˙̃θT + ε̃T ˙̂εT

= −ke2
T + θ̃T

(
eT ξ (t)+

1
γ

˙̃θT

)
− eT ε̂T sgn(eT )|ξ (t)|

−eT εT ξ (t)+ ε̂T ˙̂εT − εT 0 ˙̂εT

= −ke2
T − (eT εT ξ (t)+ eT εT 0sgn(eT )|ξ (t)|)

= −ke2
T − (eT εT ξ (t)+ εT 0|eT ||ξ (t)|)

≤ −ke2
T + |eT ||εT ||ξ |− εT 0|eT ||ξ (t)|

≤ −ke2
T ≤ 0.

Hence, we have eT ∈ L2 ∩ L∞, θ̃T ∈ L∞, ε̃T ∈ L∞. Since eT ∈ L∞, θ̃T ∈ L∞, ε̃T ∈ L∞, we have ėT ∈ L∞.
From Barbalat’s lemma, we conclude that limt→∞ eT (t) = 0. Moreover, setting u as

uT = θ̃T (t)ξ (t)− ε̂T (t)sgn(eT )|ξ (t)|− εT (t)ξ (t),

the error dynamics can be expressed in a first-order system:

ėT (t) =−keT (t)+uT (t).



Adaptive Compensation of Friction Forces with Differential Filter 83

If limt→∞ėT (t) = 0, then

lim
t→∞

(θ̂T (t)−θT 0− εT (t)) = lim
t→∞

(θ̂T (t)−θT (t)) = 0.

We obtain the estimator for the differential of the signal y(t) by selecting the nonlinear function
f (y(t)) as the linear function f (y(t)) = y(t). In this case, the regressor signal ξ (t) is equal to 1. The
adaptive observer and the update laws are given by

˙̂yT = −k(ŷT − y)+ θ̂T (t)− ε̂T (t)sgn(ŷT − y) (9)
˙̂θT (t) = −γeT (t), ˙̂εT (t) = |eT (t)| (10)

where eT (t) = ŷT (t)− y(t). Thus, we get the estimate of the differential of the signal y(t) as

ˆ̇y = θ̂T =−
∫ t

0
γeT (τ)dτ . (11)

We call this estimator (11) the adaptive differential filter.

3 Nonlinear friction model

Canudas de Wit et al. present a new dynamic friction model that captures dynamic friction effects
(the Gahl effect, frictional memory, stick-slip motion) as well as steady state friction effects, including
the Stribeck effect ([2, 8]). The interface between two surfaces is modeled by contact between sets of
bristles. If z represents the average bristle deflection, ẏ the velocity between two surfaces, the friction
force Ff can be expressed as

Ff = σ0z+σ1ż+σ2ẏ

ż = −α(ẏ)|ẏ|z+ ẏ

α(ẏ) =
σ0

fc +( fs− fc)exp{−(ẏ/ẏs)2}
where σ0 is the stiffness for deflection angle, σ1 the damping coefficient for slip, σ2 the viscous friction
coefficient, fc the Coulomb friction level, fs the level of the stiction force, and ẏs the Stribeck velocity.

The system under discussion is the following equation:

Mÿ(t)+Ff (t) = u(t) (12)

where M is known and Ff is unknown.
As in Canudas de Wit et al.[3], the nonlinear function α(ẏ) is approximated by FBFE as

α(ẏ) = kT ζ (ẏ)+ ε f (13)

k =
[

k1, · · · , kM
]T (14)

ζ (ẏ) =
[

ζ 1(ẏ), · · · , ζ M(ẏ)
]T (15)

where ε is the approximation error and ζ j is defined as

ζ j(ẏ) =
µA j(ẏ(t))

∑M
j=1 µA j(ẏ(t))

.

where the membership functions are selected as the Gaussian functions:

µA j(v) = exp(−(v− v̄ j)2

2σ2
j

)

σ j = σ , j = 1, · · · ,M.

The approximation error is assumed to be bounded and sufficiently small.
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4 Controller design

Consider the tracking control problem of system (12) under the assumption that (i) the parameters
M,σ0,σ1,σ2 are known and the nonlinear function α(ẏ) in unknown. The desired trajectory yd is smooth
enough and bounded. The tracking error and its derivatives are defined as

e = yd − y, ė = ẏd − ẏ, ë = ÿd − ÿ.

4.1 Adaptive controller with full-states measurements

We review the adaptive controller proposed by Canudas de Wit et al.[3] with full-states measure-
ments. They presented the internal state observer for the average bristle deflection as:

˙̂z = ẏ− k̂
T ζ (ẏ)|ẏ|ẑ+ k0z̃+ k1e (16)

z̃ =
m
σ1

ė+
Kd −mρ

σ1
e+ e f (17)

ė f = −ρe f + cρe (18)

where ẑ is the estimate of the average bristle deflection and k0 > 0,k1 > 0,c = Kp−ρKd+mρ2

σ0
.

Defining the estimation error of the average bristle deflection as

z̃ = z− ẑ, (19)

we have the following estimation error equation:

˙̃z =−α(ẏ)|ẏ|z̃− k̃T ζ (ẏ)|ẏ|ẑ− k0z̃− k1e (20)

where k̃ = k− k̂.
The controller is given as follows[3]

u = mÿd +H(p)e+ F̂f (21)

F̂f = σ0ẑ+σ1 ˙̂z+σ2ẏ (22)

where H(p) is the following differentiator:

H(p) = Kd p+Kp, p =
d
dt

. (23)

Moreover, we obtain the tracking error equation as

më+Kd ė+Kpe = σ1 ˙̃z+σ0z̃. (24)

We give the same adaptive update law as in [3]:

˙̂k = −Γ
1
k1

ζ (ẏ)|ẏ|z̃ẑ. (25)

4.2 Adaptive controller with position measurements

In the position measurement case, we use the estimate ˆ̇y of the adaptive differential filter instead of
the velocity signal ẏ. They presented the internal state observer for the average bristle deflection as:

˙̂z = ˆ̇y− k̂
T ζ ( ˆ̇y)| ˆ̇y|ẑ+ k0z̃+ k1e (26)

z̃ =
m
σ1

ˆ̇e+
Kd −mρ

σ1
e+ e f (27)

ė f = −ρe f + cρe (28)
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where ˆ̇y is the estimate of the velocity by the adaptive differential filter and ˆ̇e = ẏd − ˆ̇y. Defining the
estimation error of the adaptive differential filter ε as ε = ˆ̇y− ẏ, we have

ˆ̇e = ė− ε.

We have the following estimation error equation:

˙̃z =−α(ẏ)|ẏ|z̃− k̃T ζ ( ˆ̇y)| ˆ̇y|ẑ− k0z̃− k1e− kT ε0ẑ− ε (29)

where k̃ = k− k̂ and ε0 is caused by estimation error of the adaptive differential filter. Moreover, we
obtain the tracking error equation as

më+Kd ė+Kpe = σ1 ˙̃z+σ0z̃+(Kd −σ2)ε. (30)

The controller is given as follows:

u = Mÿd +Kd ˆ̇e+Kpe+ F̂f (31)

F̂f = σ0ẑ+σ1 ˙̂z+σ2 ˆ̇y. (32)

Replacing the velocity signal by its estimate of the adaptive differential filter, the adaptive update law is
given by:

˙̂k = −Γ
1
k1

ζ ( ˆ̇y)| ˆ̇y|z̃ẑ. (33)

4.3 Simulation example

Next example is the following LuGre model:

M = 10,σ0 = 5,σ1 = 2
√

5,σ2 = 0.01, fc = 1, fs = 1.5,vs = 0.1.

The initial conditions are selected as

y(0) = 0, ẏ(0) = 0.2,z(0) = 1.

The desired reference signals yd , ẏd , ÿd are given by

yd = 3sin0.02πt, ẏd = 0.06π cos0.02πt, ÿd =−0.0012π sin0.02πt.

The parameters of the fuzzy basis function are selected as follows:

σ j = 0.5( j = 1, · · · ,5),
v̄1 =−1, v̄2 =−0.5, v̄3 = 0.0, v̄4 = 0.5, v̄5 = 1.

The parameters of the adaptive differential filter is given by k = 1,γ = 0.5. The simulation parameters of
the compensator are selected as follows:

Kd = Kp = 1,

k0 = 1,k1 = 0.1,

Γ = 50




1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1




.
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Figure 1: The output y(solid line) and its desired reference yd(dotted line) in the time range [0,300]. Left:
noise free ,Right: additive noise N(0,10−4).
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Figure 2: The output y(solid line) and its desired reference yd(dotted line) in the time range [0,100]. Left:
noise free ,Right: additive noise N(0,10−4).

The simulation is carried out in the noise free case and in the case where the output yd with the additive
noise N(0,10−4). Figure 1 shows the outputs y(solid line) and its desired references yd(dotted line) in
the time range [0,300] in both cases. Figure 2 shows the outputs y(solid line) and its desired references
yd(dotted line) in the time range [0,100] in both cases. Figure 3 shows the velocities ẏ(solid line) and its
estimates ŷ by the adaptive differential filter (dotted line) in both cases. Figure 4 shows the inputs u in
both cases. Figure 5 shows the friction force(solid line) and its estimate(dotted line). From these figures,
the proposed friction compensator is robust against the additive noise.

5 Conclusion

We proposed the adaptive differential filter and its application to friction compensation. Specifically,
the velocity information in the friction compensator proposed by Canudas de Wit et al.[3] is replaced
by the estimate with the adaptive differential filter. From the simulation results, the proposed friction
compensator is robust against the additive noise.
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Figure 3: The velocity ẏ(solid line) and its estimate ˆ̇y(dotted line). Left: noise free ,Right: additive noise
N(0,10−4).
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Figure 4: The input signal. Left: noise free ,Right: additive noise N(0,10−4).
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Figure 5: The friction(solid line) and its estimate(dotted line). Left: noise free ,Right: additive noise
N(0,10−4).



88 Kouichi Mitsunaga, Takami Matsuo

Bibliography

[1] B. Armstrong-Helouvry, P. Dupont, C. Canudas de Wit, “ A Survey of Models, Analysis Tools and
Compensation Methods for the Control of Machines with Friction”. Automatica, vol.30, pp.1083–
1138, 1994.

[2] C. Canudas de Wit, H. Olsson, K.J. Astrom, and P. Lischinsky, “ A New Model for Control of
Systems with Friction”. IEEE Transaction on Automatic Control, vol.40-3, pp.419–425, 1995.

[3] C. Canudas de Wit and S.S. Ge, “ Adaptive Friction Compensation for Systems with Generalized
Velocity/Position Friction Dependency”. Proc. of the 36th IEEE Conference on Decision and Con-
trol, pp.2465–2470, 1997.

[4] D. V.-Díaz and Y. Tang, “ Adaptive Robust Control of Nonlinear Systems”. IEEE Trans. on Systems,
Man, and Cybernetics, Part B, vol.34-3, pp.1596–1601, 2004.

[5] B. Friedland and Y.-J. Park, “ On Adaptive Friction Compensation”. IEEE Transaction on Auto-
matic Control, vol.37-10, pp.1609–1612, 1992.

[6] S.S. Ge, T.H. Lee, and J. Wang, “ Adaptive NN Control of Dynamic Systems with Unknown Dy-
namic Friction”. Proc. of the 39th IEEE IEEE Conference on Decision and Control, pp.1760–1765,
2000.

[7] H. Han and C.-Y. Su, “ Robust fuzzy control of nonlinear systems using shape-adaptive radial basis
functions”. Fuzzy Sets and Systems, vol.125, pp.23–38, 2002.

[8] R.M. Hirschorn and G. Miller, “ Control of Nonlinear Systems with Friction”. IEEE Trans. on
Control Systems Technology, vol.7-5, 588–595, 1999.

[9] S.N. Huang, K.K. Tan, T.H. Lee, “ Adaptive motion control using neural network approximations”.
Automatica, vol.38, pp.227–233, 2002.

[10] E. Papadopoulos and G. Chasparis, “ Analysis and Model-based Control of Servomechanisms with
Friction”. ASME J. Dynamic Systems, Measurement and Control, vol.126-4, pp.911–915, 2004.

[11] S.-H. Park and T. Matsuo, “ Time-Derivative Estimation of Noisy Movie Data Using Adaptive
Control Theory”. International Journal of Signal Processing, vol.2-3, pp.170–177, 2005.

[12] D. Putra, L.P.M. Moreau, and H. Nijmeijer, “ Observer-Based Compensation of Discontinuous
Friction”. Proc. of the 43rd IEEE Conference on Decision and Control, pp.4940–4945, 2004.

[13] L. R. Ray, A. Ramasubramanian, and J. Townsend, “ Adaptive Friction Compensation Using Ex-
tended Kalman-Bucy filter Friction Estimation”. Control Engineering Practice, vol.9, pp.169–179,
2001.

[14] K. Sato, Y. Mishima, K. Tsuruta, and K. Murata, “ Adaptive Positioning Control for Linear Slider
with Friction Compensation”. Trans. of Society of the Instrument and Control Engineers,Japan,
vol.40-2, pp.275–277, 2004 (in Japanese).

[15] P. Tomei, “ Robust Adaptive Friction Compensation for Tracking Control of Robot Manipulators”.
IEEE Transaction on Automatic Control, vol.45-6, pp.2164–2169, 2000.

[16] J. Wang, S.S. Ge and T.H. Lee, “ Adaptive Friction Compensation for Servo Mechanism”. in:
Adaptive Control of Nonsmooth Dynamic Systems G. Tao and F.L. Lewis (Eds.), Springer, pp.211–
248, 2001.



Adaptive Compensation of Friction Forces with Differential Filter 89

[17] Q.H. Xia, S.Y. Lin, M.H. Ang Jr. and T.M. Lim, “ Adaptive Joint Friction Compensation Using a
Model-Based Operational Space Velocity Observer”. Proc. of IEEE International Conf. on Robotics
and Automation, pp.3081–3086, 2004.

Kouichi Mitsunaga
Oita Institute of Technology

Control Engineering Department
407-27 Higashihama, Nakatsu, Oita, Japan 871-0006

E-mail: mitu@oita-it.ac.jp

Takami Matsuo
Oita University

Department of Architecture and Mechatronics
700 Dannoharu, Oita, Japan 870-1192

E-mail: matsuo@cc.oita-u.ac.jp
Received: August 4, 2007

Kouichi Mitsunaga was born in Japan on July 19,1963. He re-
ceived the B.S. degree in electrical engineering from Oita Univer-
sity, Oita, Japan, in 1986. He is currently an assistant professor
in the Control Engineering Department, Oita Institute of Technol-
ogy, Japan. He has worked in control system engineering.

Takami Matsuo was born in Japan on March 24,1958. He re-
ceived the doctoral degree in engineering from Kyushu Univer-
sity, Fukuoka, Japan, in 1985. He is currently a Professor in the
Department of Architecture and Mechatronics, Oita University,
Japan. He has worked in control system theory and its applica-
tions. Matsuo is a member of IEEE, and SIAM.



International Journal of Computers, Communications & Control
Vol. III (2008), No. 1, pp. 90-102

A Formal Description of the Systemic Theory based e-Learning

Gabriela Moise

Abstract: This paper aims at presenting the systems theory-based approach to the
learning (instructional) process. Such as approach is necessary, if one takes into con-
sideration the the complex and holistic nature of the learning process. The presented
modeling is based on the definition of an automatic regulation system and artificial
intelligence techniques. For this purpose, an Intelligent Instructional System (IIS) is
defined using the concepts: inputs, outputs, perturbations factors, regulation, feed-
back and AI learning techniques. The contextual environment of learning plays the
major role in this system and it establishes the perturbation factors. The regulation
consists in AI learning techniques, so the IIS is a flexible and adaptive system. The
process’ behaviour is described using pseudo-boolean and linear equations. This kind
of approach enables solving the problems of the complexity and uncertainty of the
learning (instructional) systems and, particularly, those of the e-learning (online and
offline). Applications of the proposed approach may be found in e-learning courses
for Mathematics, Computing, Architecture, Archaeology, Cultural Heritage, etc.
Keywords: online learning, system theory, feedback, intelligent instructional system.

1 Introduction

The theoretical bases of the instructional process design are formed of a set of theories such as the in-
struction and learning theory, the communication theory, the systems’ theory. The system theory and the
systemic thinking have a major influence on the field of the instructional design. The systemic approach
of the instruction process design was issued by James Finn [7], who applied the systems theory in the
educational technology. In 1978, Walter Dick and Lou Carey published the book entitled "The Systemic
Design of Instruction". The model built by Dick and Carey [5] doesn’t follow a linear approach, each
level of the instructional process being revised for certainty of achieving the objectives of instructional
process. The model is presented in figure no. 1.

Figure 1: Dick and Carey’s model

Any learning (instructional) form may be tackled from the point of view of the general systems
theory, distance learning forms included. A system is defined by a set of elements that interact and
work together in order to achieve an objective. Moore and Kearsley [15] present the importance of the

Copyright © 2006-2008 by CCC Publications
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systemic approach of the distance educational process. The distance educational system has to be viewed
as a system within which all the elements are interdependent and interconnected. The consequence of
this fact is that any change of an element of the system will affect the whole instructional process.

Moore (1983) defined the concept of transactional distance, in that he rigorously presented the rela-
tion between the teacher and the student: the distance between teacher and student is a geographical, an
educational and a psychological one.[16]

Saba [17] refined the theory of Moore and proved trough experiments, that the transactional distance
is a measure of the relation existing between the teacher and the student. Saba asserts: "transactional
distance varies by rate of dialogue and structure", so that when dialogue increases, the structure and
transactional distance decrease; when the structure increases, the transactional distance increases and the
dialogue decreases (see figure 2).

Figure 2: STELLA modeling of dynamic of Saba’s system

transactional distance(t) = transactional distance(t−dt)+(dialogue− structure)∗dt
Norbert Wiener [20] has introduced the cybernetic concept in the paper "The Human Use of Human

Beings": "when we desire a motion to follow a given pattern the difference between this pattern and the
actually performed motion is used as a new input to cause the part regulated to move in such a way as to
bring its motion closer to that given by the pattern."

The notion of instructional system was introduced by Robert Glaser in 1962. The levels of the
system defined by Glaser are represented in the figure no. 3. The individualized instruction is viewed as
a continuous cycle of diagnose, specification and evaluation. The output condition is defined as follows:
the student has learned all the proposed objectives.

Figure 3: Glaser’s instructional model with feedback

Banathy (1996) [2] comprised the educational system in the human activity systems (HAS). He
defined the term of "system view of education": "we learn to think about education as a system, we
can understand and describe it as a system, we can put the systems view into practice and apply it
in educational inquiry, and we can design education so that it will manifest systemic behavior". The
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systemic approach of the educational system facilitates the exploration of the process according to the
subsystems constituents: teacher, student, institution, administration etc. Banathy (1992) [1] proposed
two phases of the systemic development of education, which are considered the principles of systems’
design. (see figure 4)

Figure 4: The phases of the development of a systemic approach of education (Banathy)

In 1992, Banathy [1] proposed three models of social systems namely the systems-environmental
model, the functions-structure model and the process-behaviour model. These models were be used to
describe the educational systems "open, dynamic and complex social systems". The systems-environmental
model enables one to see the learning (instructional) systems into the context of the relationships, inter-
actions and interdependencies between the system and the environment. The functions-structure model
enables one to describe the goals of the systems and the functions that have to be implemented in order
to achieve these goals. Also it defines the components of the system and the relations between them, thus
defining the very structure of the system. The process-behavior model enables one to understand the be-
haviour of the system: which are the inputs of the system, how these inputs have transformed to produce
the expected output. Also, Banathy identified four domains: systems’ philosophy, theory, methodology,
and application, constituting the conceptual system of systems inquiry in educational systems. A detailed
report of the systems view of the distance learning may be found in [6]. The e-courses have to be design
to incorporate active and cooperative learning techniques in a systematic way that addresses all aspects
of the course: delivery, management, and assessment.[9]

In this paper, the author proposes a new model of the learning (instructional) process based on the
systems theory. The model focuses on the regulation, so that the system will produce the expected
results. The behaviour of the system is described using a mathematical model, based on the pseudo-
boolean equations and linear equations, which was called "quasi-boolean system". The concept of the
"quasi-boolean system" is introduced to portray the behaviour of the e-learning system. The genesis of
the "quasi-boolean system" is the idea that the students are evaluated at the end of a training session
and they get a grade: a number or a truth value (true or false). In the traditional learning (instructional)
process, the teacher takes care of achieving the objectives of the learning (instructional) process. In the
e-learning system, one uses a combined regulation: a feedback regulator and a predictive regulator. The
predictive regulator uses AI learning techniques (Q-learning [13]).

The remaining part of the paper is organized as follows: in section 2, a systematic model of the
learning (instructional) process is presented; in Section 3, a mathematical model is given; in section
4, an application is developed; in section 5 the complexity of the instructional (learning) process is
identified and finally, in section 6 Summary and Conclusions, the advantages using the proposed model
are presented.
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2 A Systemic Model of the Learning (Instructional) Process

The multidisciplinary nature of the systems theory facilities the implementation of the system think-
ing in the learning (instructional) process.[3]

In this paper, the learning (instructional) process is modeled starting from the definition of an auto-
matic regulation system.

Definition 1. An automatic regulation system (S,R,A) is defined according to the schema presented in
figure no. 5.[11]

Figure 5: An automatic regulation system

y∗ is the reference value, y is the output value, v are the perturbation factors, u is the input value, ε is
the error between the reference value and the output value.

Definition 2. An intelligent instructional system (IIS) with a feedback regulator is defined according to
the schema:

Figure 6: The intelligent instructional system

The instructional system is a system with inverse connection that decides the behavior view to nullify
the error.

Definition 3. An intelligent instructional system (IIS) with a combined regulation is defined according
to the schema presented in the figure no. 7.
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Figure 7: Intelligent instructional system

The input of the system represents the reference value, what the students have to realize after the
learning (instructional) process has finished. The state at k step (the system is sequential) is defined
by the students’ knowledge and skills at step k. The instruction context may be referred as a social,
an emotional, a mental, school, technological, knowledge context.[14] In this approach, all factors that
affect the learning - motivation, goals, previous knowledge, interest, teaching styles, learning styles,
classroom climate, parents, preoccupations, hobbies, etc - represent the perturbations.

Definition 4. An intentional model of instruction is a structure with the form: (com,con,cri), where
com, con, cri have the following meanings:

• com defines the behaviour

• con describes the conditions in which the students prove learning

• cri is a precise setting of acceptable standards and performance

The teacher has to consider the inferences in the learning process, starting from measurable pieces
of evidence that can be measured, while the learning can not be measured directly. The goals of learning
are formulated according to the domains of learning: the cognitive domain, the affective domain and the
psychomotor one. The teacher and the instructional designer have the major role in defining the goals of
learning.

Definition 5. The input values of IIS are defined by the goals of the instructional process, the intentional
models of behaviour.

The goals of a course describe the intention of the teacher referring to the students, who attend the
course. The goals define what is expected from the students after the instructional process has finished.

y∗re f = (com∗
re f ,con∗re f ,cri∗re f ,gradere f ), where

• com∗
re f defines the reference behaviour

• con∗re f describes the reference conditions in which the students prove learning

• cri∗re f is the setting of the reference standards and performance

• grade∗re f is the reference grade (the accepted grade)
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For example:
y∗re f =
(behaviour : writeaprogram, conditions : usingC ++ languagein15minutes,
criteria : programrunswithout errorsand displaycorrect results, 8)
or
y∗re f
= (writea program, C ++ language, 15minutes, programsrunwithout errors,
displaycorrect results,10)

y∗re f =
(

com∗
re f ,con∗re f ,cri∗re f ,grade∗re f

)
,





com∗
re f = write a program

con∗re f =

{
language = C ++
time = 15 min

cri∗re f =

{
run without errors
display correct results

grade∗re f =
{

10
Meaning: At the end of the module, the student will be able to write a program to sum the first n

integer numbers, using C++ language, in 15 minutes, the program will run without errors and the result
will be correct, the reference grade is 10.

Definition 6. The outputs of the IIS system are defined as follows: y = (y1, y2, ..., ym) , where yi are
defined according to Gagne [8]

• Declarative knowledge;

• Procedural knowledge;

• Cognitive strategies;

• Attitudes;

• Psychomotor abilities.

The outputs (the students’ knowledge) are measured (y∗) in a way that allows them to be compared
with the reference values.

In order to evaluate the outputs of the IIS system, a measuring system (MS) is to be established.
MS : Y →M, Y is the possible outputs’ sets.
The measuring system has to take into account goals of the instruction (the reference value of the

IIS system). The behaviour of the student has to be evaluated in the conditions defined by the goals
of the instruction and has to satisfy a set of criteria. The measuring system evaluates the outputs of
the system (what the student realize in the evaluation phase) and produces feedback, so the measuring
system establishes an output behaviour model.

y∗ = (com∗,con∗,cri∗,grade∗) ,





com∗ = write a program

con∗ =

{
language = C ++
time = 30 min

cri∗ =

{
run without errors
display incorrect results

grade∗ =
{

8
Meaning: At the end of the module, the student has to write a program to sum the first n integer

numbers, using C++ language, in 30 minutes, the program runs without errors and the result is correct,
the grade is 8.



96 Gabriela Moise

The output of the IIS system is evaluated according to the MS and has the following values:
y∗ = MS(y) = (com,con,cri,grade)
The error is defined as a difference between two models (patterns). To determine the difference

between two behaviour patterns, a patterns’ analyzer (defined through a procedures collection) will be
used.(see figure 8)

Figure 8: Patterns’ analyzer

The analysis of the behaviors’ patterns imply the following steps:

1. the criteria will be decomposed in primitive criteria;

2. the primitive criteria are analyzed according to some rules based procedures;

3. the analysis procedures are updated according to learning techniques taken from artificial intelli-
gence.

In the example above:

cri∗ =

{
run without errors
display correct results

− cri∗re f =

{
run without errors
display incorrect results

The criteria analysis establishes that the program written by the student has a logical error. The value
of the error: invalid logical program.

Definition 7. The perturbation factors are defined by the contextual environment of the learning (instruc-
tional) process.

The contextual learning is built on all conditions that affect the instructional process. Cole and Griffin
have shown the complexity of this concept.[4]

The predictive regulator of the IIS system decides what kind of instructional techniques and infor-
mation will be used in the learning process, analyzing the contextual factors. The predictive regulation
contains AI techniques to instruction of the IIS system. The predictive commands are rules having the
following structure:

r = (c1∧ c2∧ ...∧ cn )→ (a1;a2; ...;ak) ,where ci, i = 1, ...,n are the conditions and
ai, i = 1, ...,k are the actions
In the IIS system, the conditions are perturbation factors and they are inputs of the system. The

feedback regulator of the IIS system checks the value of the error and provides a corrective command.
While the IIS system is not a numeric system, the behaviour of the system cannot be described using
equations with real numbers.
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3 A Mathematical Model of the Instructional System

Definition 8. A vector of n elements, where the elements are real numbers and logical values, is called
a quasi-boolean vector.

x =
(
x1,x2, ...,xk,xk+1, ..,xn

)
where xi ∈ R, i = 1,k and xi ∈ B2, i = k +1,n

The real part of x is noted with R(x) and the boolean part of x is noted B(x) and they are defined as:
R(x) =

(
x1,x2, ...,xk

)
B(x) =

(
xk+1,xk+2, ...,xn

)

Definition 9. It is called a quasi-boolean sequential system a pair of functions ( f = ( f1, f2, f3),g) defined
as:

xi
k = f i

1(B(xk−1),B(uk−1),B(vk−1))+ f i
2(R(xk−1),R(uk−1),R(vk−1)), i = 1,n1

xi
k = f i

3(B(xk−1),B(uk−1),B(vk−1)), i = n1 +1,n
yi

k = gi
1(B(xk),B(uk))+gi

2(R(xk),B(uk)), i = 1, p1

yi
k = gi

3(R(xk),R(uk)), i = p1 +1, p
where:
x ∈ X = Rn1 ×Bn2

2 ,n1 +n2 = n represent the set of the states of the system,
u ∈U = Rm1 ×Bm2

2 ,m1 +m2 = n represent the set of the input signals of the system,
v ∈V = Rr1 ×Br2

2 ,r1 + r2 = r represent the set of the perturbations of the system,
y ∈ Y = Rp1 ×Bp2

2 , p1 + p2 = p represent the set of the output signs of the system,
f i
1, i = 1,n1 are pseudo-boolean functions,

f i
2, i = 1,n1 are linear functions,

f i
3, i = n11,n are boolean functions,

gi
1, i = 1, p1 are pseudo-boolean functions,

gi
2, i = 1, p1 are linear functions,

gi
3, i = p1 +1, p are boolean functions.

Remarks:
The signs of the quasi-boolean system are vectors with real numbers and boolean values elements.

The complexity of the system is described through linear, pseudo-boolean and boolean functions. The
informational state of the system is described using real numbers and truth values. Any boolean function
can be expressed using a pseudo-boolean function. In order to model the learning (instructional) process,
there will be used integer numbers from an interval, instead of real numbers, so the instructional system
will become a finite states system. Using the interpolation formula for pseudo-boolean functions [10],
the equations of the system become:

xk
i = ∑cγx

αn1+1

k−1 , ...,xαn
k−1,u

αm1+1

k−1 , ...,uαm
k−1,v

αr1+1

k−1 , ...,vαr
k−1 + f i

2(R(xk−1),R(uk−1),R(vk−1),
i = 1,n,cγ = f i

1(αn1+1, ...,αn,αm1+1, ...,αm,αr1+1, ...,αr)

yk
i = ∑bδ x

δn1+1

k−1 , ...,xδn
k−1,u

δm1+1

k−1 , ...,uδm
k−1 +gi

2(R(xk−1),R(uk−1)),
i = 1,n,bδ = gi

1(δn1+1, ...,δn,δm1+1, ...,δm)
The equations of the system can be expressed using linear polynomial dependent on the states, the

perturbations and the inputs of the system. If the pseudo-boolean functions are linear pseudo-boolean
functions, they can be expressed as follows:

T (x) = c1x1 + c2x2 + ...+ cnxn +d, where
c1,c2, ...,cn,d are coefficients (in the system described in the paper, the coefficients are integer num-

ber).
The topic of the paper is not to describe the quasi-boolean systems. These quasi-boolean of systems

(in particular cases) are observable, controllable and there may be defined regulation laws (feedback
regulation and predictive regulation). The methods of solving linear pseudo-boolean equations could be
found in [10].
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Example:
One considers an online course with three modules. The initial state is:
x0 = (0,0,0) i.e. there is no teaching
The inputs (commands) of the system are:
u0 = (0,0,0) i.e. there is no teaching process
u1 = (1,0,0) i.e. the system teaches module no. 1
u2 = (0,1,0) i.e. the system teaches module no. 2
u3 = (0,0,1) i.e. the system teaches module no. 3
The perturbations are:
(0,0) i.e. the electrical power is interrupted
(0,1) i.e. the Internet connection failed
(1,0) i.e. the computer is failed
The equation of the system is:
xk+1 = (x1

kv1
kv2

k +u1
kv1

kv2
k − x1

ku1
kv1

kv2
k ,x

2
kv1

kv2
k +u2

kv1
kv2

k − x2
ku2

kv1
kv2

k ,x
3
kv1

kv2
k +u3

kv1
kv2

k − x3
ku3

kv1
kv2

k)
The reference value is: y∗re f = (1,1,1)
If there is no perturbation, the evolution of the system is: x1 = (0,0,0) x2 = (1,0,0) x3 = (1,1,0)

x(4) = (1,1,1)
The regulator verifies the obtained value (1,1,1) with the reference value (1,1,1). If there is a

difference between them (considering a perturbation), the output value could be (0,1,1).
The error formula is:

y∗re f = (y1
re f ,y

2
re f ,y

3
re f )

y∗ = (y∗1,y∗2,y∗3)
e = (y1

re f y∗1,y2
re f y∗2,y3

re f y∗3)
The patterns’ analyzer described in section 2 is expressed as a boolean equation.
In the former case, the error is e = (0,0,0) and the process finished with success. In the latter case,

the error is e = (1,0,0) and the feedback regulation has to order to teach the first module.

4 An Application Example

The objective of the learning(instructional) process:
At the end of the teaching session, students will be able to design a simple web page using HTML

language and the web page will be written correctly. In order to achieve this goal, the system have to
teach: (1) module no. 1: the structure of the web pages, (2) module no.2: the < html >, < head >,
< title >, < body >, < p > tags, (3) module no. 3: applications. For each module, the learning
(instructional) system has a set of pedagogical resources.

The reference value is: y∗re f = (1,1,1,10), where
1 is the true value=the student has written a web page,
1 is the true value=the student has used the HTML language,
1 is the true value=the structure of the web page is correct
The perturbation considered are defined by the learning styles (visual, auditive, kinesthetic) and the

age categories (three categories).
(1,0,0,1,0,0) i.e. learning style=visual and age category=1
(0,1,0,1,0,0) i.e. learning style=auditive and age category=1
(0,0,1,1,0,0) i.e. learning style=kinesthetic and age category=1
(1,0,0,0,1,0) i.e. learning style=visual and age category=2
(0,1,0,0,1,0) i.e. learning style=auditive and age category=2
(0,0,1,0,1,0) i.e. learning style=kinesthetic and age category=2
(1,0,0,0,0,1) i.e. learning style=visual and age category=3
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(0,1,0,0,0,1) i.e. learning style=auditive and age category=3
(0,0,1,0,0,1) i.e. earning style=kinesthetic and age category=3
The instructional system has to teach three modules; for each module there is a set of pedagogical

resources (noted with PRk=pedagogical resources with identification k).
The commands of the system are:
(0,0,0,0) i.e. invoke a virtual meeting between the teacher and the student
(1,0,0,PR1) i.e. teach module no. 1 using the pedagogical resource with identification 1
(1,0,0,PR2) i.e. teach module no. 1 using the pedagogical resource with identification 2
(1,0,0,PR3) i.e. teach module no. 1 using the pedagogical resource with identification 3
(1,0,0,PR4) i.e. teach module no. 1 using the pedagogical resource with identification 4
(1,0,0,PR5) i.e. teach module no. 1 using the pedagogical resource with identification 5
(0,1,0,PR6) i.e. teach module no. 2 using the pedagogical resource with identification 6
(0,1,0,PR7) i.e. teach module no. 2 using the pedagogical resource with identification 7
(0,1,0,PR8) i.e. teach module no. 2 using the pedagogical resource with identification 8
(0,0,1,PR9) i.e. teach module no. 3 using the pedagogical resource with identification 9
(0,0,1,PR10) i.e. teach module no. 3 using the pedagogical resource with identification 10
(0,0,1,PR11) i.e. teach the module no. 3 using the pedagogical resource with identification 11
(0,0,1,PR12) i.e. teach module no. 3 using the pedagogical resource with identification 12
So, there are five pedagogical resources for module no. 1, three pedagogical resources for module

no. 2, and four pedagogical resources for module no. 3.
The equations of the system are:
x1

k = x1
k−1 +u1

k−1− x1
k−1u1

k−1
x2

k = x2
k−1 +u2

k−1− x2
k−1u2

k−1
x3

k = x3
k−1 +u3

k−1− x3
k−1u3

k−1
x4

k = x4
k−1 +u1

k−1u4
k−1

x5
k = x5

k−1 +u2
k−1u5

k−1
x6

k = x6
k−1 +u3

k−1u6
k−1

A state of the form (1,1,0,4,7,0) means that the student has followed the modules no.1 and 2 using
the pedagogical resources no. 4 and 7.

The output is: y = (x1
kx2

kx3
k ,x

1
kx2

kx3
k ,x

1
kx2

kx3
k ,αx1

kx2
kx3

k +βx1
kx2

kx3
k + γx1

kx2
kx3

k), where α +β + γ = 10 are
given coefficients.

This means that a student may obtain at the evaluation the grade=10, if the behaviour has the value
1, the conditions have the value 1 and the criteria have the value 1.

A scenario of the system’s behavior is: a new student has to learn web pages. The student has a
learning style and an age category. The predictive controller has learned which pedagogical resources fit
with the profile of the student. This can be realized using AI learning techniques [13] or the algorithm
proposed in [18].

The error is:
e = y4∗

re f − y4∗+αy1∗
re f y1∗+βy2∗

re f y2∗+ γy3∗
re f y3∗

If the error is too big, the feedback controller provides a command to invoke a virtual meeting be-
tween the teacher and the student.

5 Problems of the Online Instructional Systems

The major problems connected to the online instructional systems are posed by their complexity
and uncertainty. Generally speaking, the uncertainty refers to the impossibility of exact prediction. The
uncertainty is a feature of the human behaviour. The human factor is a part of the online instructional
systems and the instructional process act on humans (figure no. 9). So, an online instructional system has
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to be viewed from the point of its complexity and uncertainty. The uncertainty of the system means that
the inputs of the system don’t determine exactly the outputs of the system. The outputs of the system have

Figure 9: Inputs and outputs of the instructional process

to satisfy the standards knowledge according to the objectives of the instructional process. The authors
of the paper "Defining Uncertainty a Conceptual Basis for Uncertainty Management in Model-Based
Decision Support" [19] define the uncertainty concept taking into consideration three dimensions:

• the location of the uncertainty;

• the level of uncertainty;

• the nature of the uncertainty - the source of uncertainty, the imperfection of the knowledge, the
diversity of the values, etc.

At a macro level, there may be distinguished two sources of the uncertainty:

1. the variability;

2. the limit of the knowledge.

The instructional systems are developing from the new scientific perspective of the analysis of their
uncertainty. If we consider an instructional system with perturbation factors having null values, the
outputs of the system cannot be predicted with accuracy. The instructional process is unpredictable and
can not be reduced at linear sequences to produce predictable outputs. Considering the perturbation
factors and the complexity of the relations between the parts of the system and the relations between
system and the environment, the instructional system is a complex system. To obtain a reference value,
the instructional system has to be defined as a complex adaptive system.

A Complex Adaptive System - (CAS) is a system with a lot of internal and external relations; the
system can adapt itself and evaluate according to changes from the environment. It is important to see
that there is not a precise boundary between the system and the environment. The system influences
and changes the environment. An instructional system is linked with other systems, so that the changes
have to be considered in terms of a co-evolution with other systems. An instructional system has to be
designed from the viewpoint of the internal variable side and external variable side. The system records
information about the environment, this information determines the behaviour of the system, the system
transmits information to the environment and acts in accordance with the environment.

Another viewpoint of instructional process is the hermeneutic aspect, in which the learning is defined
as an interpretation act, inseparable from the cultural and historical context. Jonassen [12] states that the
instructional design theory has to consider the learning as an open system, which receives inputs from
many sources, such as individual differences, emotional states, social and economical factors, demo-
graphical factors and so forth. The instructional designers have to understand the complex and holistic
nature of the learning process and have not to isolate this kind of systems in closed systems.

6 Summary and Conclusions

In the perspective of the evolution of the whole society, it is necessary to approach the instructional
process from the viewpoint of the systems theory. This perspective enables to solve the problems of
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the instructional process, in special considering the distance learning process. Practically, the distance
instructional process, speaking about online learning process, can be successfully applied only using
the techniques from systems theory and artificial intelligence. In this paper, the author has modeled
the learning (instructional) process using the general systems theory. In this paper, the term of "quasi-
boolean system" was introduced in order to provide a mathematical model describing the behaviour of
the instructional system. The AI techniques are used in the regulation of the system. The possible
applications of the proposed approach may be found in the instructional system to teach Mathematics,
Computer Science, Architecture [21], Physics, Chemistry, etc. This kind of approach enables solving the
problems of the complexity and uncertainty of the instructional systems, especially those of the online
instructional systems.
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State Analysis of Time-Varying Singular Bilinear Systems by RK-Butcher
Algorithms

V. Murugesh, K. Batri

Abstract: The Runge-Kutta (RK)-Butcher algorithm is used to study the time-
varying singular bilinear systems with the exact solutions. The results (discrete so-
lutions) obtained using the Haar wavelets, Single-Term Walsh series (STWS) and
RK-Butcher algorithms are compared with the exact solutions of the time-varying
singular bilinear systems. It is found that the solution obtained using the RK-Butcher
algorithm is closer to the exact solutions of the time-varying singular bilinear sys-
tems. The RK-Butcher algorithm can easily be implemented using a digital computer
and the solution can be obtained for any length of time, which is an added advantage
of this algorithm.
Keywords: Time-varying singular bilinear systems, Haar wavelets, Runge-Kutta
Butcher algorithm, STWS algorithm.

1 Introduction

The development of singular bilinear systems has been studied by some researchers. Campbell [1]
had done some preliminary work, but there was no available closed-form solution in that paper. In some
analysis of neural networks, both singular systems [2] and bilinear systems [3] have been used. The
multipliers and algebraic interconnections between singular systems and bilinear systems are allowed in
dynamical systems. For singular bilinear systems, Lewis et al. [4] have been discussed extensively in the
literature. However, the solution due to Lewis et al. only applies for the time-invariant case. Hsiao and
Wang [5] applied the Haar wavelets for the solution of time -varying singular bilinear systems. Sepehrian
and Razzaghi [6] applied the STWS approach for finding the numerical solution of time-varying bilinear
systems.

Runge-Kutta (RK) methods have become very popular both as computational techniques and as a
topic for research [7-12]. Butcher [8] derived the best RK pair, together with an error estimate, and in all
statistical measures this approach is known as the RK-Butcher algorithm. This algorithm appears to be
of sixth order because it requires six function evaluations, but in practice the ’working order’ is closer to
five (fifth order). However, the accuracy of the results obtained is better than that of all other algorithms
examined including the RK- Fehlberg, RK-Merson, RK-centroidal mean (RKCeM) and RK-arithmetic
mean (RKAM) algorithms.

Murugesh and Murugesan [13-15] introduced the RK-Butcher algorithm in Raster and Time-multiplexing
CNN simulations. Recently, [16, 18] the RK-Butcher algorithm is used to find the numerical solution of
an industrial application problem. In this article, we present a new approach for solving the time-varying
singular bilinear systems using the RK-Butcher algorithm with more accuracy.

2 The RK-Butcher Algorithm

The normal order of an RK algorithm is the approximate number of leading terms of an infinite Taylor
series which calculates the trajectory of a moving point [17]. The remainder of the infinite sum, which
is excluded, is referred to as the local truncation error (LTE). These RK algorithms are forward-looking
predictors, i.e. they do not use any information from preceding steps to predict the future position of a
point. For this reason, they require a minimum of input data and consequently are very simple to program
and use.

Copyright © 2006-2008 by CCC Publications
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The general p-stage Runge-Kutta method for solving an IVP is

y′ = f (x,y) (1)

with the initial condition y(x0) = y0 is defined by

yn+1 = yn +h
p

∑
i=1

biki

where

ki = f

(
xn + cih, yn +h

p

∑
j=1

ai jk j

)
, i = 1,2,3, ......, p

and

ci =
p

∑
j=1

ai j, i = i,2,3, ....., p

In the preceding equations c and b are p-dimensional vectors and A(ai j) is the p× p matrix. Then
the Butcher array takes the form

c1 a11
c2 a21 a22
c3 a31 a32 a33
· · · ·
· · · ·
· · · ·
· · · · ·
cp ap1 ap2 ap3 app

b1 b2 bp−1 bp

The RK-Butcher algorithm of equation (1) is of the form

k1 = h f (xn, yn)

k2 = h f
(

xn +
h
4
, yn +

k1

4

)

k3 = h f
(

xn +
h
4
, yn +

k1

8
+

k2

8

)

k4 = h f
(

xn +
h
2
, yn− k2

2
+ k3

)
(2)

k5 = h f
(

xn +
3h
4

, yn +
3k1

16
+

9k4

16

)

k6 = h f
(

xn +h, yn− 3k1

7
+

2k2

7
+

12k3

7
− 12k4

7
+

8k5

7

)

5th order predictor

yn+1 = yn +
1

90
(7k1 +32k3 +12k4 +32k5 +7k6)

4th order predictor

y∗n+1 = yn +
1
6

(k1 +4k4 + k6)

The local truncation error estimate (EE) is

EE = yn+1− y∗n+1

Then the formation of the Butcher array of the above equation (2) takes the following form
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3 Analysis of Time-Varying Singular Bilinear Systems

Consider the linear first order time-varying singular system

K
.
x(t) = Ax(t)+B(t)u(t) (3)

with x0 = x(0), where K is an n×n singular matrix, A is an n×n matrix, B is an n× r matrix. x(t) is
n-state vectors and u(t) is an r-input vector.

The time-varying singular bilinear system is of the form

E(t)
.
x(t) = A(t)x(t)+

q

∑
i=1

Ni(t)x(t)ui(t)+B(t)u(t) (4)

equation (4)is written in the form (3) as

E(t)
.
x(t) =

(
A(t)+

q

∑
i=1

Ni(t)ui(t)

)
x(t)+B(t)u(t) (5)

where the singular matrix E(t) ∈ Rn×n, the state x(t) ∈ Rn , the control u(t) ∈ Rq, A(t) ∈ Rn×n and
B(t) ∈ Rn×q. Ni(t) ∈ Rn×n and ui(t), i = 1,2,3, ....,q, are the components of u(t). The response x(t),0≤
t ≤ ti, is required to be found. The time-varying singular bilinear systems are much more difficult to solve
than the time invariant singular bilinear systems. Therefore, many authors have tried various transform
methods to over come these difficulties. In this article, we introduce RK-Butcher algorithms with more
accuracy to solve these time-varying singular bilinear systems.

4 Numerical Example

Consider the time-varying singular bilinear system of the following form (Hsiao and Wang [5]) and
Sepehrian and Razzaghi[6]).

E(t) =




0 −t 0
1 0 t
0 1 0


 A(t) =



−2 t 1
0 −4 2
−2t 0 1


 N1(t) =




1 −t 1
0 3 −2
2t 0 −2


 (6)

B(t) =
[
2 1 3

]T
, u(t) = 1,with initial condition x(0) =

[
12 2 5

]T
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when we solve (5), the analytic solution for x(t) can be shown as

x(t) =




(2− t)
(
exp

(−t
2

)
+ exp(t)

)
+8

2exp
(−t

2

)− exp(t)+1
exp

(−t
2

)
+ exp(t)+3


 (7)

The discrete solutions of equation (5) are evaluated using the RK-Butcher algorithms (with step size
t = 0.25 ) represented in equation (2) and the results are compared with the solutions obtained by the
Haar wavelets method by Hsiao and Wang [5] and the STWS method by Sepehrian and Razzaghi [6].
The results are shown in tables 1 - 3 along with the exact solutions calculated using equation (7). Errors
between the exact and discrete solutions are also given in Tables 1 - 3.

S.No Time

Discrete solution x1Values

Exact
Solutions

Haar
Solutions

Haar
Error

STWS
Solutions

STWS
Error

RK-
Butcher
Solutions

RK-
Butcher
Error

1 0 12.000000 12.0000 0.000000 12.00000 0.000000 12.000000 0.000000
2 0.25 11.886053 11.8861 0.000047 11.88605 0.000003 11.886053 0.000000
3 0.5 11.791414 11.7914 0.000014 11.79142 0.000006 11.791414 0.000000
4 0.75 11.711533 11.7115 0.000033 11.71154 0.000007 11.711533 0.000000
5 1 11.641283 11.6413 0.000017 11.64128 0.000003 11.641283 0.000000
6 1.25 11.574810 11.5748 0.000010 11.57481 0.000000 11.574810 0.000000
7 1.5 11.505362 11.5054 0.000038 11.50537 0.000008 11.505362 0.000000
8 1.75 11.425089 11.4251 0.000011 11.42510 0.000011 11.425089 0.000000
9 2 11.324812 11.3248 0.000012 11.32481 0.000002 11.324812 0.000000

Table 1: Solutions for the problem at various values of x1.

S.No Time

Discrete solution x2Values

Exact
Solutions

Haar
Solutions

Haar
Error

STWS
Solutions

STWS
Error

RK-
Butcher
Solutions

RK-
Butcher
Error

1 0 2.000000 2.0000 0.000000 2.00000 0.000000 2.000000 0.000000
2 0.25 1.745678 1.7457 0.000022 1.74568 0.000002 1.745678 0.000000
3 0.5 1.480968 1.4810 0.000032 1.48097 0.000002 1.480968 0.000000
4 0.75 1.203067 1.2031 0.000033 1.20307 0.000003 1.203067 0.000000
5 1 0.908880 0.9089 0.000020 0.90888 0.000000 0.908880 0.000000
6 1.25 0.594985 0.5950 0.000015 0.59498 0.000005 0.594985 0.000000
7 1.5 0.257579 0.2576 0.000021 0.25758 0.000001 0.257579 0.000000
8 1.75 -0.107578 -0.1076 0.000022 -0.10758 0.000002 -0.107578 0.000000
9 2 -0.505221 -0.5052 0.000021 -0.50522 0.000001 -0.505221 0.000000

Table 2: Solutions for the problem at various values of x2.

5 Conclusions

The discrete solutions obtained using the RK-Butcher algorithm gives more accurate values when
compared to the Haar wavelets method discussed by Hsiao and Wang [5] and the STWS method by
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S.No Time

Discrete solution x3Values

Exact
Solutions

Haar
Solutions

Haar
Error

STWS
Solutions

STWS
Error

RK-
Butcher
Solutions

RK-
Butcher
Error

1 0 5.000000 5.0000 0.000000 5.00000 0.000000 5.000000 0.000000
2 0.25 5.072562 5.0726 0.000038 5.07256 0.000002 5.072562 0.000000
3 0.5 5.166522 5.1665 0.000022 5.16652 0.000002 5.166522 0.000000
4 0.75 5.284021 5.2840 0.000021 5.28402 0.000001 5.284021 0.000000
5 1 5.427522 5.4275 0.000022 5.42752 0.000002 5.427522 0.000000
6 1.25 5.599862 5.5999 0.000038 5.59986 0.000002 5.599862 0.000000
7 1.5 5.804289 5.8043 0.000011 5.80429 0.000001 5.804289 0.000000
8 1.75 6.044524 6.0445 0.000024 6.04451 0.000014 6.044524 0.000000
9 2 6.324812 6.3248 0.000012 6.32480 0.000012 6.324812 0.000000

Table 3: Solutions for the problem at various values of x3.

Sepehrian and Razzaghi [6]. From the tables 1-3, one can observe that the solutions obtained by the
RK-Butcher algorithm match well with the exact solutions of the time-varying singular bilinear systems,
but the Haar wavelets and STWS methods yields a little error. Hence the RK-Butcher algorithm is more
suitable for studying the time-varying bilinear systems.
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