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Writing as a Form of Freedom and Happiness
Celebrating the 60th birthday of Gheorghe Păun

G. Ciobanu

Gabriel Ciobanu
Romanian Academy, Institute of Computer Science
and A.I.Cuza University of Iasi, Romania
E-mail: gabriel@info.uaic.ro

Gheorghe PĂUN (born on December 6, 1950) graduated the Faculty of

Mathematics of the Bucharest University in 1974 and got his PhD at the

same faculty in 1977. He has won many scholarships, in Germany, Fin-

land, The Netherlands, Spain, etc. Presently he is a senior researcher at

the Institute of Mathematics of the Romanian Academy, Bucharest, and

a Ramon y Cajal research professor at Sevilla University, Spain. Since

1997 he is a Corresponding Member of the Romanian Academy, and

since 2006 a member of Academia Europaea. His main research fields

are formal language theory (regulated rewriting, contextual grammars,

grammar systems), automata theory, combinatorics on words, compu-

tational linguistics, DNA computing, membrane computing (this last

area was initiated by him in 1998). He has (co)authored and (co)edited

more than fifty books in these areas, and he has (co)authored more than

400 research papers. In the last two decades he has visited many uni-

versities from Europe, USA, Canada, Japan, also participating to many

international conferences, several times as an invited speaker. He is a

member of the editorial board of numerous computer science journals

and professional associations.

Figure 1: A copy cropped from [1]

Essentially writing is form of thinking on paper, and a way of learning. According to Winston
Churchill, writing a book is an adventure. "To begin with, it is a toy and an amusement; then
it becomes a mistress, and then it becomes a master, and then a tyrant. The last phase is that
just as you are about to be reconciled to your servitude, you kill the monster, and fling him out
to the public." On the other hand, writing could be a form of freedom by escaping the madness
of a period, and reducing the anxiety. In many situations the authors write to save themselves,
to survive as individuals.

Gheorghe Păun is an example of a person affirming his own existence by writing. He is
a prolific writer with a huge number of papers: tens of scientific books, hundreds of articles,
several novels, poems, and books on games. A list of his scientific publications is posted at
http://www.imar.ro/~gpaun/papers.php [2], while his books are listed at http://www.imar.

ro/~gpaun/books.php [1] His way of distributing information is not by speaking, but by writing.
Gheorghe Păun did not like very much to teach in universities. He preferred a form of "teaching
by researching", combining ideas with nice metaphors and distributing his knowledge in articles
and books. In this way he wrote several papers having a high impact in the scientific community.
His seminal paper "Computing with membranes" published in Journal of Computers and System
Sciences in 2000 and his fundamental book on computation theory "Membrane Computing"
(Springer, 2003) has over 1,000 citations [6] (and his author was recognized as an "ISI highly
cited researcher" [5]). He has defined new branches, new theories. The field of membrane
computing was initiated by Gheorghe Păun as a branch of natural computing [3]; P systems are

Copyright c⃝ 2006-2010 by CCC Publications



614 G. Ciobanu

inspired by the hierarchical membrane structure of eukaryotic cells [4]. An impressive handbook
of membrane computing was published recently (2010) by Oxford University Press.

After 1990 he becomes a traveling scientist, visiting several countries and receiving many
research fellowships and awards. Fruitful scientific collaboration at Magdeburg University (Ger-
many), and at University of Turku (Finland). The trio Gheorghe Păun, Grzegorz Rozenberg and
Arto Salomaa is well-known for several successful books. The last years were spent in Spain,
first in Tarragona and now in Sevilla. Several collaborations were possible during his trips, and
there are over 100 co-authors from many countries. His scientific reputation is related to the
large number of invited talks provided at many international conferences and universities. He is
a member of the editorial boards for several international journals, corresponding member of the
Romanian Academy (from 1997), and member of Academia Europaea (from 2006).

It is not possible to understand the personality of Gheorghe Păun without mentioning his
activity as writer of novels and poems; he is a member of the Romanian Writers Association
for a long time. Another aspect of his life is related to the intellectual seduction of games; he
was the promoter of GO in Romania, writing many books about GO and other "mathematical"
games.

Personally, I am impressed by the speed of his mind (it is enough to say few words about some
new results, and he is able to complete quickly the whole approach), his wide-ranging curiosity
and intelligence, rich imagination and humor, talent and passion. He is highly motivated by
challenging projects, and work hard to conclude them successfully. There are very few scientists
having such an interesting profile, and I am very happy to learn a lot from him.

Celebrating his 60th birthday, we wish him a good health, long life, and new interesting
achievements!

Figure 2: G. Păun-An ISI Highly Cited Researcher (A copy cropped from [5])
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Energy-Efficient Algorithms for k-Barrier Coverage
In Mobile Sensor Networks

D. Ban, W. Yang, J. Jiang, J. Wen, W. Dou

Dongsong Ban, Wei Yang, Jie Jiang, Jun Wen, Wenhua Dou
National University of Defense Technology
School of Computer
Changsha, Hunan, P.R.China
E-mail: {dsban,weiyang,jiejiang,junwen,whdou}@nudt.edu.cn

Abstract: Barrier coverage is an appropriate coverage model for intrusion
detection by constructing sensor barriers in wireless sensor networks. In this
paper, we focus on the problem how to relocate mobile sensors to construct
k sensor barriers with minimum energy consumption. We first analyze this
problem, give its Integer Linear Programming(ILP) model and prove it to be
NP-hard. Then we devise an approximation algorithm AHGB to construct one
sensor barrier energy-efficiently, simulations show that the solution of AHGB
is close to the optimal solution. Based on AHGB, a Divide-and-Conquer algo-
rithm is proposed to achieve k-barrier coverage for large sensor networks. Sim-
ulations demonstrate the effectiveness of the Divide-and-Conquer algorithm.
Keywords: k-barrier coverage, energy-efficient relocation, mobile sensor net-
work

1 Introduction

Monitoring and surveillance are very important applications of wireless sensor networks,
such as detecting the intruders when they cross international borders, or detecting the spread
of pollutant when sensors are deployed around critical regions(chemical plants,etc.) [1]. Barrier
coverage which is achieved by barriers of sensors, is known to be an appropriate model of coverage
for these applications. Different from the full coverage [2] where the goal is to achieve coverage
for all points in the surveillance field, barrier coverage is unnecessary to cover every point in the
field, thus barrier coverage requires much fewer sensors than full coverage.

Every sensor node is assumed to be stationary in most of barrier coverage literatures[1-5].
However, there are two problems for constructing sensor barriers in a randomly deployed station-
ary sensor network:1) The stationary network may contain gaps, as a result, constructing sensor
barriers becomes impossible. 2) To avoid gaps, it will waste many sensor nodes by increasing the
deployment density. To tackle these problems, we can utilize mobile sensors. After initial random
deployment, a mobile sensor communicates with others to obtain the information of networks,
and compute its new position for relocation, then relocate itself to new position. Therefore,
it will avoid gaps in the sensor network with mobile sensors and guarantee to construct sensor
barriers with much fewer sensors than stationary networks.

For mobile sensors, it is a prominent problem that how to construct k sensor barriers with the
minimum energy consumption. In barrier coverage model, any individual sensor cannot locally
determine whether the given network provides k-barrier coverage or not [2]. However, if using
global information, much communication overhead and computation cost will be brought, and it is
unrealistic for large scale sensor networks. Thus, it is challenging to devise the efficient algorithm
for constructing k-barriers in large scale networks with low communication and computation cost.

This paper is focused on how to achieve k-barrier coverage by the relocation of mobile sensors
with the minimum energy consumption. We present an energy-efficient algorithm to construct

Copyright c⃝ 2006-2010 by CCC Publications



Energy-Efficient Algorithms for k -Barrier Coverage
In Mobile Sensor Networks 617

1-barrier coverage, and a Divide-and-Conquer algorithm to construct k-barrier coverage in large
scale sensor networks.

2 Related Work

Kumar et al. [2] first introduce the notion of weak barrier coverage and strong barrier coverage,
and in [2] [3] the critical conditions of weak and strong barrier coverage in a randomly deployed
stationary sensor network are derived. Chen et al. [1] introduce L-local barrier coverage, and
devise a local algorithm for providing barrier coverage. For line-based deployed sensor network,
Saipulla et al. [4] establish a tight lower-bound for the existence of barrier coverage. By exploiting
collaborations and information fusion between neighboring sensors, Yang et.al [5] propose a
centralized algorithm to find the smallest sensor set which can information-cover the barrier. All
of the above works are focused on how to achieve barrier coverage in stationary network.

Recently, some research works are investigated for barrier coverage in mobile sensor network.
Bhattacharya et al. [6] consider the problem how to optimally move sensors from the interior
to the perimeter of a simple polygon region for detecting intruders. Yang [7] employs a game
theoretic approach to study the sensor movement strategy to defend against barrier intrusions.
Shen et al. [8] propose a centralized algorithm CBarrier and a distributed algorithm DBarrier to
achieve 1-barrier coverage with mobile sensors. However neither of the proposed algorithms in [8]
is energy-efficient because all sensors in the network are required to move. All aforementioned
works only consider 1-barrier coverage problem with mobile sensors, and do not provide the
effective solution for k-barrier coverage, which is important to enhance the successful probability
of movement detection. Our work can achieve k-barrier coverage energy-efficiently with mobile
sensors.

3 Problem Statement

M sensors are randomly deployed in a two-dimensional rectangular strip A with the width
w and the length l. S = {s1, s2 . . . , sM} denotes the set of all sensors. The initial position of si
is (xi, yi) and its relocated position is (x

′
i , y

′
i). The sensing model is disk, each sensor has the

identical sensing radius Rs and can get its own geographic location information.
The movement of mobile sensors consumes much energy, thus how to relocate them with as

less energy as possible becomes very important.And after relocating, the mobile sensors should
achieve barrier coverage. We first formulate the problem how to achieve 1-barrier coverage
with the minimum energy consumption as 1-BCMS (1-Barrier Coverage of Min-Sum of moving
distance ) problem, which is referred as follows.

Definition 1 (1-BCMS ). Given a surveillance field A and a set of mobile sensors S, find a subset
Sc in S and the destination position (x

′
i , y

′
i) of each sensor si in Sc, such that the sum of moving

distance of all relocating sensors is minimized, meanwhile, the relocating sensors construct one
sensor barrier in A.

4 Problem Analysis

For simplicity, A is divided into N equal-sized grids, where N = nl × nw, nl = ⌈l/2Rs⌉,
nw = ⌈w/2Rs⌉. The set of central points of grids is G = {g1, g2, . . . , gN}, where gi denotes the
central point of the ith grid. It is obvious that a grid can obtain 1-barrier coverage when just
only one sensor is located at its central point. Thus, this paper assumes that the destination
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position of relocation of each sensor is selected from G. Under the above grid model, we call a
sensor barrier as a grid barrier, which is shown in Figure 1. In a grid barrier, every sensor is
located at the central point of a grid, and the distance between neighboring sensors is no more
than 2Rs.

As shown in Figure 1, the surveillance field is 1-barrier covered after constructing a grid
barrier with mobile sensors. The problem how to construct a grid barrier with the minimum
moving distance could be formulated as 1-GBMS (1-Grid Barrier Min-Sum of moving distance)
problem. Obviously, based on grid model, 1-GBMS problem is equivalent to 1-BCMS problem.
Therefore, we study the 1-GBMS problem in the following.

Figure 1: A grid barrier Figure 2: Region A after adding virtual vertices
and virtual columns

Definition 2 (1-GBMS ). Given a set of mobile sensors S and the set G of central points of grids
in a surveillance field A , find a subset Sg in S and the destination position pi from G for each
sensor si in Sg, such that the sum of moving distance is minimized, meanwhile, the relocating
sensors construct a grid barrier in A.

In this section, the Integer Linear Programming Model of 1-GBMS is derived. As shown in
Figure 2, We first add two virtual columns of grids beside the leftmost and rightmost column, and
two distinguished vertices O and T that represent the virtual origin and the virtual destination
of any barrier, respectively. The set of grids in the left virtual column is denoted by VGl, and
the set of grids in the right one is denoted by VGr. AG = G

∪
VGr

∪
VGl denotes the set of all

grids, AS = S
∪
{O, T } denotes the set including all sensor nodes and two virtual vertices. We

give sequence number to vertices in AS and AG, respectively. Specifically, The sequence number
of O is 1, and that of T is M

′ , all sequence numbers of the actual sensors are given from 2 to
M

′
− 1. All grids in AG are given from 1 to N ′. n

′
l denotes the number of grids in one row. Let

xij = 1, when the sensor si moves to the grid gj, otherwise xij = 0. The distance between si and
gj is dij. The ILP model is described in Figure 3.

Constraint (2) and (3) enforce that a sensor is only allowed to move into at most one grid,
and a grid is only allowed to be covered by at most one sensor.A barrier could be considered as a
flow from O to T . Constraint (4) constrains that the flow is 1, which entering a grid in leftmost
column of G from virtual vertex O , and constraint(5) guarantees that the flow leaving a grid
in rightmost column of G to T is 1. By flow conservation law, if one sensor moves into a grid
gj, there must exist two sensors in the four adjacent grids(left, right, top, bottom) of gj to make
sure that the flow of entering gj and leaving gj are 1, respectively. This constraint is enforced
by constraint (6).

We show by Theorem 1 that the 1-GBMS problem is NP-hard by restrictions to the famous
Knapsack Problem.

Theorem 3. 1-GBMS Problem is NP-hard.

Proof: Firstly, we make some restrictions of 1-GBMS problem as follows.
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Figure 3: ILP Model

Restriction1: ∀j, k ∈ G,∀i ∈ S, let dij = dik, i.e., for any sensor si, the distance between si
and any grid is equal.

Restriction2: The number of sensors that construct a grid barrier is no more than K. In
original 1-GBMS problem, there is no restriction to this number.

According to Restriction1, the moving distance of a sensor is just related to its own position,
i.e., if we select one sensor, the moving distance of this sensor is fixed. Thus, the sum of moving
distance is just related to the set of selected sensors. We assume ci is the cost when si moves
to gj, let ci = 1/di, as a result, ci increases as di decreases. Then 1-GBMS problem is reduced
as a new problem how to select no more than K sensors from S, such that the sum of cost is
maximized. The new problem formulation is shown as follows.
Maximize:

∑M
i=1 cixi (9)

Subject to:∑M
i=1 1×xi ≤ K (10)

xi = {0, 1}, i = 1, 2, 3, .....M (11)
(11) shows that the number of selected sensors is no more than K. This formulation is the

same as Linear Programming Model of Knapsack Problem [9]. Since Knapsack Problem is NP-
hard,the original problem 1-GBMS is NP-hard.

2

The solution of 1-GBMS problem by ILP model is optimal, but it is polynomial unsolvable
as the network size increases since it is NP-hard. Thus a polynomial approximation algorithm
is required.

5 AHGB Algorithm

Under grid model, there are nw rows of grids in A. If we deploy one sensor in each grid in a
selected row, it is said to construct a horizontal grid barrier in A. As a result , A is 1-barrier
covered. Kumar [2] proved that by constructing horizontal grid barrier the fewest sensors are
required to achieve 1-barrier coverage. Thus the mobile sensors needed to relocate for 1-barrier
coverage by constructing horizontal grid barrier is fewest, and the sum of moving distance in
this relocation method could be less than other method with great probability. Based on above
observations, we propose an approximation algorithm AHGB(Approximate to Horizontal Grid
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Barrier), which mainly has two steps :1) Horizontal Grid Barrier Selection, which finds a row
from A as a horizontal grid barrier. 2) Optimal Movement, which finds the optimal movement
strategy for relocating mobile sensors to the selected horizontal grid barrier, subject to minimize
the sum of moving distance.

5.1 Horizontal Grid Barrier Selection

If each of the mobile sensors which construct the barrier moves to its nearest grid, the sum
of moving distance is minimized. Based on the above idea, we propose HGBS approach. For any
grid gk, we first assign a weight to it. The weight is the distance between gk and the nearest
sensor si to it. Then we compute the sum of weight of each row, and find the row which has the
smallest weight as barrier_position. The HGBS approach is described as shown in Figure.4.

5.2 Optimal Movement

If we select the ith row as the position of horizontal grid barrier by HGBS, the destination
positions of mobile sensors needed to move are known. The destination positions are the nl grids
in ith row. Then we select nl nodes from M sensors, and find the optimal movement strategy to
relocate the selected sensors to the nl grids in horizontal grid barrier. We call this problem as
Optimal Movement Problem.

When we find the optimal movement strategy subject to minimize the sum of moving distance,
we get a one-to-one matching between the selected sensors and grid positions with the minimum
sum of weight. Thus Optimal Movement Problem is equivalent to Bipartite Weighted Matching
Problem [9]. The Hungarian Method is known as an optimal solution to Bipartite Weighted
Matching Problem, which can be used as the solution method for Optimal Movement Problem.
The computation complexity of Hungarian is O(m2n) [9], m is the size of the set which has fewer
nodes, and the size of the other set is n.

Figure 4: HGBS Approach Figure 5: Algorithm AHGB

5.3 AHGB Algorithm

The AHGB Algorithm is summarized briefly as follows. First, we get the position informa-
tion of all sensors(SP) and the position information of N grids (GP), and find the horizontal
grid barrier by HGBS approach. Then we construct a weighted bipartite graph with SPand GB
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which denotes the set of grids in the selected horizontal grid barrier, and find the optimal match-
ing by Hungarian Method to identify the sensors required to move(MS) and their destination
positions(TP). At last,we send destination positions to identified sensors and move them to grids
in horizontal grid barrier. The pseudocode of algorithm AHGB is shown in Figure 5.

The computation complexity of the step3 and step7 is O(N) and O(n2
lM) [9], respectively.

Since nl > nw, we can obtain n2
l > N. Therefore, the computation complexity of AHGB is

O(n2
lM). The communication overhead of AHGB is O(M), because we need to get the positions

of all M sensors at the initial phase as shown in step1. In section 7, we show that the performance
of AHGB is close to the optimal solution.

Algorithm AHGB can only construct one sensor barrier energy-efficiently, and it is not ap-
plicable for large scale sensor networks because it is centralized. In the next section, we present
an efficient algorithm to achieve k-barrier coverage for large scale sensor networks.

6 Divide-and-Conquer Algorithm

k-barrier coverage is often required to guarantee to detect the moving target. According to
[2], one sensor cannot locally determines whether the surveillance field is k-barrier covered or
not. It is difficult to devise a distributed and energy-efficient algorithm for k-barrier coverage in
large scale sensor networks. [8] presented a distributed algorithm DBarrier to construct 1-barrier
coverage, which cannot provide the solution for k-barrier coverage. Furthermore, DBarrier is not
energy-efficient since all sensors in the network are required to move iteratively. In this section,
we propose a Divide-and-Conquer algorithm to achieve k-barrier coverage energy-efficiently for
large scale sensor networks. The main idea of Divide-and-Conquer algorithm is described as
follows:

1)A is divided into k× v equal-sized subregions, the length of each subregion is ls = l/v,the
width is ws = w/k.

2) In each subregion, algorithm AHVGB(Approximate to Horizontal and Vertical Grid Bar-
rier) independently constructs a horizontal grid barrier and a vertical grid barrier.

3) We obtain k-barrier coverage in A when all AHVGB are finished. Figure. 6 illustrates
that A is 3-barrier covered when the Divide-and-Conquer algorithm is finished.

Figure 6: 3-barrier coverage when the Divide-
and-Conquer algorithm is finished

Figure 7: Gaps may exist in sensor networks

6.1 AHVGB Algorithm

As shown in Figure 7, there maybe exist a gap between two horizontal neighboring subre-
gions.Thus, additional sensors are required to connect the two adjacent horizontal grid barriers
to eliminate gaps. This section proposes a method which adds a vertical grid barrier between
two adjacent subregions. Since the width of subregion is small, the sensors required to move for
constructing vertical grid barrier is few.

We use AHVGB algorithm to construct a horizontal grid barrier and a vertical grid barrier in
each subregion. In AHVGB algorithm, every subregion can independently construct barriers by
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local information in its own area without communication with other subregions. The AHVGB
is improved from AHGB algorithm. Specifically, when horizontal grid barrier has been selected,
AHVGB constructs the weighted bipartite graph with NewGB = GB

∪
Gr, but AHGB uses GB,

as shown in step6 in Figure 5. GB is the set of grids in the selected horizontal grid barrier, Gr

denotes the set of grids in the rightmost vertical column of A.

6.2 Low Communication Overhead and Computation Cost

In our Divide-and-Conquer algorithm, each subregion is only 1
k×v

of A. By dividing the
large surveillance strip into small subregions, the message delay, communication overhead, and
computation cost can be significantly reduced. The position information of a sensor node only
need to be transmitted within the small subregion where the node is located, resulting in smaller
delay and communication overhead compared with the whole network. The computation cost is
also much lower since the number of nodes in each subregion is much less than that in the whole
area.

7 Performance Evaluation

We conduct simulations by MATLAB7.0 to evaluate the performance of our algorithms. The
sensing radius Rs = 2.5m. The mobile sensors are randomly deployed according to a Poisson
point process.

In this section, we evaluate the performance of AHGB compared with the optimal solution
computed by ILP model, which is polynomial unsolvable as the network size increases. In Figure
8, sensors are initially deployed in a 15m×500m strip, it shows the comparison of the sum of the
moving distance between AHGB and the optimal solution, as the number of sensors increases
from 100 to 800. The performance of AHGB is close to the optimal solution. In particular, the
difference is only 4% when the sensor number is 300.

100 200 300 400 500 600 700 800

100

150

200

250

300

350

400

450

 Number of Mobile Sensor Node  

 S
um

 o
f M

ov
in

g 
D

is
ta

nc
e 

HGBS
Optimal

Figure 8: Sum of Moving Distance vs. Node
number

100 200 300 400 500 600 700 800
0

500

1000

1500

2000

2500

3000

3500

4000

4500

  Number of Mobile Sensors 

S
um

 o
f M

ov
in

g 
D

is
ta

nc
e

AHGB
CBarrier

Figure 9: AHGB vs. CBarrier

We compare AHGB with CBarrier [8]which also achieves 1-barrier coverage. In Figure 9, the
sum of moving distance by CBarrier increases fast as the number of sensors increases, but that
of AHGB does not change much. The reason is that all sensors in the network are required to
move in CBarrier, and only part of sensors is selected for relocation in AHGB .The experiment
parameters of Figure9 are the same as Figure 8.

Figure 10 shows the effectiveness of Divide-and-Conquer algorithm. There are many gaps in
the network after initial deployment, and 3-barrier coverage is achieved, when the algorithm is
finished. Sensors are initially deployed in a 60m×160m strip according to Poisson point process
with the density 0.02.
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Figure 10: Effectiveness of Divide-and-Conquer
algorithm
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Figure 11: Average Moving Distance vs. Length
of Region

As shown in Figure 11, the average moving distance of sensors does not change much, as we
increase the length of strip with the constant deployment density 0.02. It implies that our Divide-
and-Conquer algorithm can be applicable to large scale sensor networks. The initial experiment
parameters of Figure 11 are the same as Figure 10.

8 Conclusions

In this paper, we first formulate the problem how to construct 1-barrier coverage with the
minimum energy consumption in mobile sensor network as 1-BCMS problem, and analyze it in
detail. Then an energy-efficient algorithm for 1-barrier coverage and an energy-efficient Divide-
and-Conquer algorithm for k-barrier coverage are presented. At last, simulations demonstrate
the effectiveness and energy-efficiency of the proposed algorithms. In the future, we will study
how to achieve k-barrier coverage in hybrid sensor networks.
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Abstract: Watching the evolution of the Semantic Web (SW) from its in-
ception to these days we can easily observe that the main task the developers
face while building it is to encode the human knowledge into ontologies and
the human reasoning into dedicated reasoning engines. Now, the SW needs
to have efficient mechanisms to access information by both humans and arti-
ficial agents. The most important tools in this context are ontologies. The
last years have been dedicated to solving the infrastructure problems related
to ontologies: ontology management, ontology matching, ontology adoption,
but as time goes by and these problems are better understood the research
interests in this area will surely shift towards the way in which agents will use
them to communicate between them and with humans. Despite the fact that
interface agents could be bilingual, it would be more efficient, safe and swift
that they should use the same language to communicate with humans and
with their peers. Since anthropocentric systems entail nowadays multimodal
interfaces, it seems suitable to build multimodal ontologies. Generic ontologies
are needed when dealing with uncertainty. Multimodal ontologies should be
designed taking into account our way of thinking (mind maps, visual thinking,
feedback, logic, emotions, etc.) and also the processes in which they would be
involved (multimodal fusion and integration, error reduction, natural language
processing, multimodal fission, etc.). By doing this it would be easier for us
(and also fun) to use ontologies, but in the same time the communication with
agents (and also agent to agent talk) would be enhanced. This is just one of
our conclusions related to why building generic multimodal ontologies is very
important for future semantic web applications.
Keywords: multimodal ontology, ontology matching, interface agents, Se-
mantic Web, human-agent interaction

1 Introduction

The Knowledge Society (KS) is a society where information is the primary resource which
can be consumed by both humans and machines. If we want to build such a society in a proper
way we need different kinds of infrastructure: hardware, software, organizational, etc. SW and

Copyright c⃝ 2006-2010 by CCC Publications
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agents represent only a small part of the large infrastructure needed in order to build the true
KS.

SW ( [1], [2], [3], and [4]) is one of those disruptive technologies which tend to be talked about
years before their coming of age. One of the visions presented in [1] was that of agents replacing
humans for simple everyday tasks like buying tickets for a concert or making appointments to
the doctor. The main reason why this vision hasn’t yet come to life is one that is now well
understood and also explained in the article’s revision [2]: encoding the human knowledge into
ontologies and the human reasoning into dedicated reasoning engines is not an easy task. This
process requires trans-disciplinary knowledge, dedicated tools and repositories, and advanced
techniques from mathematics, logics and software. It is in fact an extremely difficult procedure
which relies entirely on the cooperation between hundreds or thousands of organizations and
different standards. Since the standardization processes take a long time even in these days and
the time of adoption for new technologies is sometimes around 2-3 years at least, we should not
be surprised that it will take a while until the SW reaches the critical mass.

Ontologies represent the key to a successful communication between human and agents if
they are done right. We are only beginning to understand the implications of using the on-
tologies for the great tasks we assigned for them, but some problems like ontology management
(versioning, change, tools and standards), ontology matching (finding correspondences between
different ontologies) and the adoption of ontologies on large scale by developers and users proved
to be quite challenging. Ontology dynamics is definitely a field on which we should keep an eye
on. According to [30] there is still no clear winner in the process of ontology matching (in other
words: a standard or a methodology with clear rules to match almost everything automatically
or semi-automatically since sometimes humans will need to check the results). Therefore we
should not be surprised, when reading a journal or conference proceeding, that most of the arti-
cles refer to these tasks rather than to the desired using of ontologies which is to give agents a
way of understanding our world and reason about it. It is the way things should be: in order to
build a functional system we always need to have its parts figured out. We should however not
lose sight of the system we need to build and this is one of the purposes of this paper: to look
at the current state of the art in several fields of study and see if we are heading in the right
direction. In this context we will especially examine some problems related to the multimodal
communication between human and agent and try to see how they are solved by using ontologies.

2 Rationale and Approach: Why Complicate Things and Use
Generic Multimodal Ontologies?

First we need to clear one question: what is an ontology? Some answers to this (and also
some examples of how to use ontologies) can be found in [12], [15], [16], [17], [22], [23] and [31].
The classic definition proposed by Gruber tells us that an ontology is "explicit specification
of a conceptualization" [12]. This definition is examined and extended by many papers, most
recently by Guarino, Oberle and Staab in [16] which also focuses on the importance of "shared
explicit specifications" because without commiting to ontologies every agent would understand
something else (they also take the opportunity to revise the semiotic triangle). Ontologies are us,
Mika’s thesis [23] is a simple yet powerful statement. It tells us that since we are the ones who
design the ontologies they will only express what we want them to express and will sometimes
be useless without the context in which they have been created.

The main problem when designing ontologies is to carefully choose the concepts within a
domain and the relationships between them in such a way as the ontology to be well founded
because "any ontology will always be less complete and less formal than it would be desirable in
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theory" [16]. In the light of this statement it should become quite clear why we sometimes need
to use generic ontologies: there is simply no other way to address the problem of uncertainty
when developing ontologies than genericity.

Figure 1: One of the most popular programs for ontology matching: COMA++, developed at the
University of Leipzig. In this screenshot we can see how we can establish some correspondences
between two ontologies representing a Computer Science Department

Nowadays there are probably thousands of ontologies in use, but if the SW will ever look
like Berners-Lee’s visions then ontologies will be common place for every designer, developer or
user. Usually an ontology only addresses the problems from a narrow field of knowledge (domain
ontology) so it is not uncommon that applications may use many ontologies for different purposes.
In some of these cases it is useful to also use upper level ontologies which are general ontologies
that represent concepts that are the same across all domains. A unique upper level ontology
which should encompass all the human knowledge is not feasible and will never be built because
of practical reasons (each society has its concepts, every field of knowledge has a certain language
to protect itself, etc.), but upper level ontologies are used for mediation mainly in the idea that
universal agreement between different ontologies will be/is possible. In other cases in order to
use different ontologies the applications will use ontology matching schemes like those discussed
in [10]. Since ontologies are the building blocks of SW, any application from this area must
use them, even if that means adding layers of complexity because of the matching process,
APIs, uncertainty. For everybody working in the IT industry these days it should be clear that
the medium in which we work is becoming more and more like OHDUE (Open Heterogenous
Dynamic Uncertain Environment) [8] and ontologies are part of this medium. These issues are
addressed in articles and books like [10], [19], [30] (ontology matching), [26] (automatic generation
of ontology APIs), [8] (OHDUE, agents). Because the field of ontology engineering is becoming
more popular we should not be surprised that we will also hear a lot about the ontology driven
software engineering. Ontology Driven Information Systems (ODIS) [36] is just one of the recent
examples which fell into this category.

Given all these complications that appear when designing and working with ontologies it is
interesting to ask a new question: why would we want to complicate our life even more by using
multimodal ontologies? It is not enough that the ontology management or ontology matching
problems still pose so many challenges? Are these new breed of ontologies even feasible?

Certainly from a user’s perspective multiple modalities to enter input into a system (touch,
voice, mouse, pen, etc.) can only mean increased usability (do we need to remember how touch
screens became the norm in the mobile phones industry after iPhone was launched?), while from
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Figure 2: The multimodal communication dream: to use all the five senses (smell, sight, touch,
taste, sound) during the process of communication.

a developer’s perspective this means that software gets even more complicated than it is now.
This is the right moment for such a development since for the multiple streams of data that come
with multimodal communication we need distributed systems. Since multi-core processors are
now luckily the norm in desktop computing we should have no problem (at least not hardware)
dealing with the huge flux of data. In the past 40 years scientists have developed different
mechanisms for getting audio, video and touch input, but the integration of all five senses in the
communication between man and machine remains a dream. It is enough however to use one
sense in different ways (for example for seeing we have images, text, video) to be able to speak
about multimodal communication. In this respect different research groups (most notably [29])
started to develop also multimodal ontologies, but most of them took the approach of developing
different ontologies for text, images, video or voice and then use ontology alignment to match
them (multimodal integration through ontology matching [29]). A multimodal ontology gets us
all the benefits of having such different ontologies. Like all things in life, multimodal ontologies do
not come without bad parts (even harder to design, mantain and match), but they are definitely
closer to our way of thinking. Is this a sufficient reason to try it? It might not be, but it is not the
only one. The usage of multimodal ontologies will allow us to give a more natural, even realistic,
feeling during communication between agents and humans, enhanced usability, the possibility to
model mechanisms that are closer to the way we understand the world (diagrams, mind maps,
feedback, brainstorming, slides, visual thinking, and others). It should be clear that it’s not just
art for art’s sake, but rather art for a better life in the future.

3 Generic Multimodal Ontologies for Human-Agent Interaction

The process of multimodal ontology modeling is still open to exploratory research because
ontologies are not everywhere. Without ontologies for all possible fields, and tools to match
these ontologies it is debatable whether we will achieve an efficient semantic web, but rather the
illusion of a semantic web maintained by few successful applications in certain areas (like social
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networking, language translation or medicine). Since multimodal communication is difficult to
process it is clear that in the first phase of any research regarding this subject, the communication
between agents and humans will not be efficient. The question we need to ask ourselves in this
situation is: If it is not efficient why should we bother at all to try something like this? The answer
is simple and is typical for exploratory research: It takes time to find the best way to integrate
multiple streams of data in an efficient manner and it also takes time to develop efficient ontology
matching processes for such tasks. The role of exploratory research is to discover niches. The
task of creating efficient mechanisms is one best suited for incremental research. Since this area
of research is relatively new there is enough room for exploratory research and for breakthroughs.

Generic ontologies are rarely used by developers. Most of the articles present different on-
tologies and clearly state that they do not use generic ontologies because the problem’s domain
was well understood. Generic ontologies are best suited for modelling as we can see from [17],
and [13]. It is easier to say you have an ontology with few concepts and not define all of them
when doing modelling. The task of defining all the concepts and relationships between them is
one that remains to the ontology engineer or to the developer. When dealing with models that
are related to multimodal communication it makes sense to use generic multimodal ontologies.
It also makes sense to use a generic ontology whenever dealing with uncertainty as suggested
by [8] [28].

The agents of tomorrow will be built taking into account recent findings like the requirements-
driven self-reconfiguration [6], multi-party, multi-issue, multi-strategy negotiation [35], natural
language [18], and controlled natural language [32]. If we are to follow Berners-Lee vision from [1]
we absolutely need to integrate such findings into our work. In fact according to [18] ontologies
are the "common ground for virtual humans". Their architecture suggests using multimodal
communication, but this is not clearly stated in the article since the ontology is not multimodal.
If we look at [6] and [35] we can envision agents that dynamically change their strategies according
to the environment and the context of conversations. This requires designing flexible ontologies,
another reason to make them generic.

The agents must use ontologies if they are to understand something from this world. They
also need to share them and commit to them if we want them to be able to talk between
them. The multimodal ontology helps in some of the phases of multimodal communication:
fusion and integration (getting the input from different channels), natural language processing,
disambiguation, error reduction and fission (preparing the output). When designing a multimodal
ontology one must also take into account the problems related to designing multimodal systems
as described in [25], and also the medium in which these agents will evolve because an agent
that needs to evolve in the urban computing environment [34] will have different needs than an
agent that just surfs the web. The focus of research is usually on multimodal fusion, but a recent
survey [9] shows that the interest in multimedia fission is increasing. Designing a multimodal
ontology thus requires taking into account all these findings because the agent must be able to
give us a response not only to understand our requirements. Probably one of the big challenges
ahead is to annotate the multimodal content in real-time. This is particularly hard to do for video
content, but not impossible, as [27] suggests. M3O (Multimedia Metadata Ontology) allows us
to annotate the multimedia content from a page to retrieve it easier. If such ontologies will be
improved then the road to the visions from [1] will be shorter.

4 Related Work

The current state of the art in multimodal HCI is presented in [7] and [20]. One of the con-
clusions from [7] leaves further space for improvements: "most researchers process each channel
(visual, audio) independently, and multimodal fusion is still in its infancy". The same can be
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rendered as true for the multimodal ontologies too. Since [7] is more recent we will use it as a
basis for further investigation in this field.

Since there are only few interesting articles related to multimodal ontologies every year, we
have selected a few of them to be used as basis for future research.

When searching for definitions related to ontologies and trends in the field of ontology devel-
opment /matching some of the best research groups in the world are the ones from Trento (LOA
and University of Trento), and Koblenz-Landau. Many of the articles cited in this paper come
from some of the members of the Trento group: [6], [10], [16], [17], [30]. These are related to
definitions of ontology, ontology matching, and modelling with ontologies. We have also used ar-
ticles from the Koblenz-Landau group: [6], [26], [27] related to definitions, automatic generations
of ontology APIs and M3O.

One interesting idea is that of multimodal context-aware interaction presented by Cearreta
and his team in [5]. If we have to model emotions there might be no other solution than to use
multimodal ontologies combined with special reasoners. Another article related to our subject
is [29]. Their approach of using different ontologies for text and images and then use ontology
matching can definitely be improved on the long term. They clearly state that for the moment
multimodal ontology do not offer fast communication, but that in time speed might be improved.
Also [24], [32] and [33] study the relationships between Natural Language Processing (NLP) and
SW. The work of these research groups must be studied. One of them [32] is from Southampton,
one of the workplaces of Timothy Berners-Lee.

When it comes to generic ontologies and tools for working with ontologies, one of the best
research groups that needs to be followed is Stanford’s [11], [28]. Their work on biomedicine
ontologies and Protégé is fundamental.

5 Conclusions and Future Work

The SW tools are now an important part of the IT industry, the main clients coming from
the fields of biomedicine, aeronautics, automotive, government and local administrations, and
media. This sudden interest might be related to the success of social media [14], [21] and means
that developers are starting to tap into the potential promises of the field. Even so there is a
lot of work to be done regarding multimodal ontologies. The reason is one that was mentioned
several times during this paper: the task of designing such ontologies is still difficult. As we do
not have yet universal methods for ontology matching we do not have a clear methodology of
designing multimodal ontologies (regardless of the fact that they are generic or not).

The main advantages of using generic multimodal ontologies should be better understood
now: they offer us a modality to design the process of communication with agents as close
to our way of thinking as possible and also play a very important role in several phases of
the multimodal communication (multimodal fusion and integration, disambiguation, NLP, error
reduction, multimodal fission, etc.). The main disadvantage will probably be efficiency for the
next years, but given the exploratory nature of the research this is normal.

The future work of our group will consider implementing new mechanisms for linking the
generic multimodal ontologies and affective interfaces with recent research in Semantic Web and

HCI in a 3 years interval (during the PhD studies of the first author). The objectives are to
be fulfilled involving European teams of researchers interested in this kind of projects.
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Abstract: Simulation of quantum computers using classical computers is
a computationally hard problem, requiring a huge amount of operations and
storage. Parallelization can alleviate this problem, allowing the simulation of
more qubits at the same time or the same number of qubits to be simulated in
less time. A promising approach is represented by executing these simulators
in Grid systems that can provide access to high performance resources. In this
paper we present a parallel implementation of the QC-lib quantum computer
simulator deployed as a Grid service. Using a specific scheme for partitioning
the terms describing quantum states and efficient parallelization of the general
singe qubit operator and of the controlled operators, very good speed-ups were
obtained for the simulation of the quantum search problem.
Keywords: quantum computer simulation, parallel computing, quantum
search.

1 Introduction

The research in quantum informatics has gained an immense interest due to the remarkable
results obtained for the factorization [11] and search [6] problems. These results prove the huge
computational power of a quantum machine with respect to the classical computers. However,
building quantum computers represents an immense technological challenge and, at present,
the quantum hardware is only available in research labs. Under these circumstances quantum
simulators have become valuable instruments in developing and testing quantum algorithms and
in the simulation of physical models used in the implementation of a quantum processor.

According to Feynman’s paper [3], classical computers will never be able to simulate quantum
systems in polynomial time. The simulation of 29 qubits (quantum bits) uses 32 GB of memory [1]
and any additional qubit doubles the resources needed: time, memory, computational power and
space.

In this paper we present a solution based on Grid computing for the quantum simulation
problem. Our simulator relies on paralel processing for storing quantum states and applying
quantum operators. The deployment of this solution in Grid systems provides access to high
performance computing devices for simulation and availability in the context of collaboration
through the means of Virtual Organizations.

Our quantum simulator, GQCL, partitions the terms coresponding to a quantum state be-
tween several procesing nodes using a scheme that minimizes communication between nodes dur-
ing the application of quantum operators. In a previous paper [1] we describe the development
of a grid service that provides this functionality to client applications by enabling the Quantum
Computation Language [9] through a parallel implementation of the QC-lib simulator [8]. The
results recorded for the application of the Hadamard transform illustrate the performances of
this approach [1]. In the following we present the parallelization of the general single qubit op-
erator, the conditional operators and of the measurement process. This allows us to study the
performance of our simulator regarding the quantum search problem.

Copyright c⃝ 2006-2010 by CCC Publications
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2 Basic Concepts in Quantum Computing

The quantum analogous of the classical bit is the qubit. A qubit is a quantum system whose
states can be completely described by the superposition of two orthonormal basis states, labeled
|0⟩ and |1⟩ (in a Hilbert space H = C2, |0⟩ = (1 0)T , |1⟩ = (0 1)T ). Any state |Ψ⟩ can be
described by:

|Ψ⟩ = α|0⟩+ β|1⟩, |α|2 + |β|2 = 1, (1)

where α and β are complex numbers. Thus, unlike the classical bit, the qubit can also be in a
state different from |0⟩ and |1⟩: linear combinations of states can be formed, called superpositions
(eq. 1). When measuring a qubit either the result 0 is obtained, with probability |α|2, or 1 with
probability |β|2. The sum of the probabilities must be 1, so the state of a qubit represents a unit
vector in a complex bi-dimensional vector space.

A collection of n qubits is called a quantum register with dimension n. The general state of
a n-qubit register is

|Ψ⟩ =
2n−1∑
i=0

ai|i⟩, (2)

where ai ∈ C,
∑2n−1

i=0 |ai|
2 = 1. This means that the state of a n-qubit register is represented by

a complex unit vector in Hilbert space H2n .
The quantum analogous of the classical NOT gate is labeled X and can be defined such that

X|0⟩ = |1⟩ and X|1⟩ = |0⟩. The quantum NOT gate acts similarly with its classical counterpart,
although, unlike in the classical case, its action is linear: state α|0⟩ + β|1⟩ is transformed in a
coresponding state β|0⟩+α|1⟩. A convenient way of representing the action of the quantum NOT
gate is in matrix form:

X =

(
0 1

1 0

)
. (3)

Controlled gates are quantum logical gates acting on more than one qubit. The notion of
controlled gate allows the implementation of the if− else constructs. Quantum controlled gates
use a control qubit to determine whether a specific unitary action is applied to a target qubit.

The controlled-NOT operator (CNOT) is the prototypical multi-qubit gate. The first param-
eter of a CNOT gate is the control qubit. If this qubit is in state |0⟩, the target qubit is left
unchanged and if the control qubit is in state |1⟩, the target qubit is flipped:

|00⟩→ |00⟩; |01⟩→ |01⟩; |10⟩→ |11⟩; |11⟩→ |10⟩.

The CNOT operator is a generalization of the classical XOR, since its action can be sum-
marized as |x, y⟩ → |x, x ⊕ y⟩, where ⊕ is addition modulo two. The matrix representation of
CNOT is:

CNOT =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 . (4)

There are several other multi-qubit gates, Nevertheless, the controlled-NOT gate and the
single qubit gates represent the prototypes for any other quantum gate because of the folowing
remarkable universality result: any multi-qubit gate can be built out of CNOT gates and single
qubit gates. The proof of this statement represents the quantum analogous to the universality
of the classical NAND gate.
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3 Parallel Simulation of Quantum Computation

The state of a n-qubit register is represented by a complex unit vector in Hilbert space H2n .
Storing a complex number a = x + iy on a classical computer requires storing the pair of real
numbers (x, y) for which the 8 byte representation is prefered. Thus, in order to store an n-qubit
quantum register using a conventional (classical) computer, at least 2n+4 bytes are required. The
memory needed for simulating a n-qubit quantm computer grows exponentially with respect to
the number n. For example, when n = 24 (n = 36) at least 256 MB (1 TB) of memory is
required to store a single arbitrary state |Ψ⟩. The time evolution of a n-qubit quantum register
is determined by a unitary operator defined in the H2n space. The matrix dimension is 2n x 2n.
In general, 2n x 2n space and 2n(2n+1 − 1) arithmetic operations are needed to execute such an
evolution step.

Thus, the simulation of a quantum computer using a classical device represents a compu-
tationally hard problem and the memory and processor generate drastic limitations on the size
of the quantum computer that can be simulated. Because of the exponential behavior of quan-
tum systems, simulation using classical computers enforces the use of exponential memory space
and the execution of an exponential number of operations. It is obvious that the simulation of
quantum problems of interesting sizes enforces the use of high performance computing devices.
Parallel computing can represent a solution to this problem [5,7, 10,13].

Nevertheless, the development of a quantum simulator must consider another important
aspect: it has to be easily accessible. But this contradicts the first requirement, that it is
parallel, which deeply restricts the group of potential users. A solution based on the concept of
Grid systems ca be used to solve this contradiction and to provide the scientific community with
an useful and easily accessible instrument. The Grid concept adresses the problem of coordinated
resource sharing and problem solving in dinamic, multi-institutional virtual organisations [4].

A Grid enabled quantum computer simulator is GQCL [1]. This simulator allows the use
of the QCL [9] quantum programming language to implement quantum algorithms and the
quantum programs are executed using a parallel version of the QC-lib simulation library [8].
Using a specific data partitioning scheme and efficient storing of quantum states allowed very
good speedups and efficiency of this parallel implementation which will be discussed in the
following.

3.1 Overview of GQCL Grid Service for Quantum Simulation

Our quantum computer simulator is based on the QC-lib simulation library which provides
a framework to execute programs written in a quantum programming language, QCL, in the
absence of quantum hardware. The reasons that lead to this choice for a quantum programming
language are detailed in [1] and mainly consider the representation of the quantum state using
complex numbers, the possibility to write complex quantum operators, the classical extension
and its universality. QCL was conceived by Ömer [9] and the first version appeared in 1998
and the last one in 2004. It is open-source running under Linux operating system and it is a
procedural high level language with a C like syntax. QC-lib is a C++ library for the simulation of
quantum computers at an abstract functional level [8], and it is used as the back end interpreter
for QCL.

For the execution of quantum programs written in QCL we developed a parallel version of the
QC-lib simulator in which the terms representing quantum states are distributed across multiple
processing nodes. We have chosen to expose the parallel implementation of QC-lib through a
Globus Toolkit 4 (GT4 for short) Grid service. Parallelization has been achieved through the
use of LAM 7.1.2/7.1.4 implementation of the MPI-2 standard. In GQCL, the execution of
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Figure 1: Distribution of the 16 basis states of a 4-qubit register using 23 = 8 proccesing nodes.
The processing nodes represent the corners of a 3-dimensional hypercube.

the MPI implementation of QC-lib is enabled through the means of a wrapper service based
on the Factory/Instance architecture [12]. In GQCL, the instance service, is responsible for
actually managing the quantum simulation as a Grid job. Through the use of a WS-Resource,
the instance service starts and monitors the job state, notifying the client application on any
relevant changes. Also, file staging is automated and when the job finishes, the client is given
access to the results of the simulation.

The architectural details of GQCL and its advantages are presented in [1]. In the following
we discuss the complete parallel implementation of the simulation library, addressing the issues
regarding the representation of quantum states using multiple processing nodes, the application
of single- and multi-qubit quantum operators and measurements.

3.2 Parallel Implementation of the QC Library

A quantum register in QCL contains a number of basis vectors, each with a corresponding
amplitude. When the qubits forming the quantum register are in a superposition of states, the
number of vectors grows exponentially. In QC-lib, the superposition state of a 1-qubit register is
represented by two basis vectors (terms) for which the correponding complex amplitudes must
be stored: 2 x complex < double >= 32 bytes. When appplying a quantum operator, two term
lists are created: one for storing the terms in the current state and one to accumulate the result
of an operation on the state. This gives a total of 64 bytes/term which for a n-qubit register
requires the use of 2n+6 bytes. Thus for n = 25 (n = 29) qubits 2 GB (32 GB) of memory is
necessary.

In order to provide an efficient parallel execution of QC-lib we take advantage of the specific
form of the quantum computation process and distribute the 2n basis states of a quantum reg-
ister to 2p processors based on the p least significant bits. In this representation, the processing
nodes and the basis vectors are actually considered the coordinates of a n-dimensional hypercube
(Figure 1). Each processing node applies quantum operators only to local terms and commu-
nicates the generated terms to corresponding processing nodes if necessary. Another feature of
our implementation is that for a quantum state only non-zero amplitude terms are stored thus
diminishing the communication costs in early stages of some operator execution and the space
required to store a quantum state.

The General Single Qubit Operator. Communication between processing nodes is only
necessary when applying the operator to a qubit determining the data distribution. Applying a
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general single qubit operator U =

(
u11 u12

u21 u22

)
on a single qubit with state |Ψ⟩ = α|0⟩ + β|1⟩

yelds
U|Ψ⟩ = (αu11 + βu12)|0⟩+ (αu21 + βu22)|1⟩ (5)

If 2 processors are used, then each processor holds the amplitude of one basis state. Applying
operator U locally on each processor, terms are created that are not owned by the processor,
and so communication of these terms is needed:

P0 : α|0⟩
U−→ u11α|0⟩+ u21α|1⟩

P1 : β|1⟩
U−→ u12β|0⟩+ u22β|1⟩

Comm−→ u11α|0⟩+ u12β|0⟩
u21α|1⟩+ u22β|1⟩

For each term in the initial state at most two terms are created, out of which at most one
needs to be communicated. If working, for example, with an n-qubit register and 2p processors,
communication is necessary only when applying a single qubit operator on any of the qubits that
form the distribution key. For the rest of the qubits, all the terms needed for computing the
amplitude of the resulting state are locally owned by each processor. Moreover, in the first case,
for each processor, all the remotely owned terms are owned by the same other processor as a
single bit is flipped in the distribution key.

The parallel implementation of the general single qubit operator allows the parallel execution
of NOT, Hadamard, phase shift of the amplitude and exponentiation gates.

Controlled Gates. CNOT operator (controlled-NOT) In the parallel implementation of
QC-lib, when the control qubit is in state |0⟩, the state of the target qubit doesn’t change, so
no new terms are generated and the amplitudes of existing terms are left unchanged. When the
control qubit is in state |1⟩, the state of the target qubit is flipped. In this case new terms are
generated that need to be communicated to another processing node if the target qubit is part of
the distribution key. For example, working with 4 processing nodes and applying CNOT to the
least significant qubit in a 3-qubit register initially in the state α|100⟩+ β|011⟩, and the control
qubit is qubit 2, the following evolution is obtained:

P0 : α|100⟩
CNOT−−−−→ α|101⟩

P1 : −
P2 : −

P3 : β|011⟩
CNOT−−−−→ β|011⟩

Comm−→ −
α|101⟩

−
β|011⟩

In QC-lib the CNOT operator can act on two registers: the control register and the target
register. These registers can represent substates of the quantum basis state (sub-registers). In
this case, the CNOT gate inverts the state of the target (sub-)register if the control (sub-)register
is in the state |1⟩c, where c is the number of qubits in the control register. For example, let a

be a 1-qubit register in state |0⟩, b a 2-qubit register in state α0|01⟩ + β0|10⟩ and c a 2-qubit
register in state α1|10⟩+β1|11⟩. Applying CNOT to target register b with control register c, the
state of the entire quantum memory distributed to 8 processing nodes will be:

P2 : |10010⟩, |11010⟩ CNOT−−−−→ |10010⟩, |11100⟩
P4 : |10100⟩, |11100⟩ CNOT−−−−→ |10100⟩, |11010⟩

Comm−→ |10010⟩, |11010⟩
|10100⟩, |11100⟩

Similar to the case of the general single qubit operator, each processing node communicates
with at most one other process node. The index of the process involved in communication is
determined by the qubits of the target (sub-)register that make part of the distribution key of
the whole quantum memory.
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The CPhase operator is another example of 2-qubit quantum gate implemented in QC-lib
and allows for a controlled phase shift of the amplitudes. Its inputs are a rotation angle, θ, and
a control qubit that acts in the same manner as in the CNOT case. The amplitudes of the basis
states where the control qubit is |0⟩ are left unchanged, an if the control qubit is in state |1⟩, the
phase of the amplitudes of the basis states are multiplied by eiθ. The matrix form of the CPhase
operator is:

CPhase =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 eiθ

 . (6)

Operator CPhase can also act on (sub-)registers of the quantum memory and its parallel
implementation is analogous to that of the CNOT operator. One important difference between
the two implementations is that when applying the CPhase operator communication between
processing nodes is not necessary as the action of this operator doesn’t generate new terms, and
only the amplitudes of the local terms are modified.

Measurement of Quantum States. In QC-lib, the measurement of a n-qubit quantum
register is simulated in O(2n) time. Let |Ψ⟩ =

∑2n−1
j=0 αj|j⟩ be the state of a n-qubit quantum

register. The measurement step is simulated in the following manner:
1. Rrandomly generate a number p, 0 ≤ p < 1,
2. Randomly generate a positive integer x, smaller than the number of terms with non-zero

amplitude,
3. Determine an integer i, 0 ≤ i < 2n − 1, such that

∑i−1
j=x |αj|

2 ≤ p <
∑i

j=x |αj|
2.

Integer i is the representation of the measured state. After measurement, the state of the
register becomes |i⟩. Because the terms of the quantum register are distributed across processing
nodes, the measurement operation requires communication between these nodes in order to
correctly select the term i, but also to colapse the register in state |i⟩. Thus, a master process
is responsible with the random generation of numbers p and i and with computing the sum.
Sincronization between processing nodes is achieved using MPI_Bcast operations such that the
master process could receive the norm of the amplitude of a term j from the owning processing
node. After selecting number i, all processing nodes know this number and can pass the state
of the quantum register in |i⟩.

4 Simulation of Quantum Search in GQCL

Many problems in classical computing can be reformulated to express the search of a unique
element that satisfies a certain predefined condition [2]. If there is no additional information
about the search condition, the best classical algorithm is a brute-force search, meaning that
the elements are sequentially tested against the search condition. For a list of N elements, this
algorithm executes an average of N/2 comparisons. By exploiting the advantages of quantum
parallelism and interference of quantum states, Grover formulated a quantum algorithm that can
find the searched element in an unstructured database in only O(

√
N) steps [6].

Grover’s algorithm is based on the concept of amplitude amplification and its principle is to
encode the elements in the data set as quantum states of a quantum register and to apply an
operator, G, whose effect is to raise the probability that the system finds itself in the marked state
(the state encoding the solution of the search problem). Because only unitary transformations
are used to act upon the system, the probability conservation takes place. This allows that
as the probability that the system finds itself in the desired state grows, the probability of all
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(a) (b)

Figure 2: (a) Execution time for Grover’s algorithm; (b) Speed-up for Grover’s algorithm.

other (unmarked) states are correspondingly diminished. Applying Grover’s operator G a certain
number of times will determine the probability of the marked state to be very close to 1. In order
to acheive this behavior of the quantum system, a Grover iteration first inverts the phase of the
amplitude of the marked state and then inverts the phase of the amplitude of all states around
the mean. The inversion of the solution state can be obtained using a so-called "black box"
function (known as a quantum oracle) which must be able only to identify wheather a certain
record is member of the solution set and thus the mechanism is very general.

After one application of Grover operator, the amplitude of the marked state grows with a
factor of O( 1√

N
), while the amplitudes of the unmarked states lower correspondingly. To obtain

O(1) probability for the solution state, Grover iteration must be applied O(
√
N) times. There

is a finite probability that the search operation doesn’t end in success, in which case, Grover’s
algorithm must be repeated.

The performance of our GQCL quantum simulator with respect to the quantum search prob-
lem is evaluated. In order to eloquently compare the running times for different problem sizes,
we only measure the execution time for one application of Grover’s algorithm. In figure 2 we
present the results obtained for different problem sizes on various numbers of processing nodes.
It can be observed from figure 2(a) that the run time grows with an average factor of about 2.8

for each additional qubit. This is due to the fact that each extra qubit represents a doubling of
the problem size and that the number of applied Grover iterations grows with a factor of

√
2 for

an additional qubit. Variation of the speedup with the number of processing nodes is presented
in figure 2(b). For only 19 qubits we obtain a speed-up of 7.9 and the measurements reveal a
growing trend of the speed-up with the increase of the problem size.

5 Conclusions

Classical sequential computers enforce drastic limitations over the quantum computation
simulation process. Quantum computer simulators have become an attractive alternative for
experimentation with quantum algorithms, but their purpose cannot be achieved without signif-
icant computing resources. A promising approach is represented by executing these simulators
in Grid systems that can provide high performance resources. The quantum computer simu-
lator described in this paper relies on parallel processing implemented in QC-lib. Besides the
parallelization of the general single qubit operator, we also described the parallelization of the
control gates (CNOT, CPhase) and of the measurement process. The efficient representation and
partitioning of the quantum states using the distributed memory of a computer cluster allowed
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very good speed-ups to be recorded at the execution of Grover’s search algorithm.
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Abstract: In this paper we study the tense θ-valued Moisil propositional
calculus, a logical system obtained from the θ-valued Moisil propositional logic
by adding two tense operators. The main result is a completeness theorem for
tense θ-valued Moisil propositional logic. The proof of this theorem is based
on the representation theorem of tense θ-valued Łukasiewicz-Moisil algebras,
developed in a previous paper.
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1 Introduction

The first contribution to the algebraic logic of finite-valued Łukasiewicz propositional calculus
is Moisil’s paper [18], where n-valued Łukasiewicz algebras (named today Łukasiewicz-Moisil
algebras) were introduced. According to an example given by A. Rose (1957), for n ≥ 5 the
Łukasiewicz implication cannot be defined in an n-valued Łukasiewicz-Moisil algebra. Hence,
Moisil discovered a new many-valued logical system (named today Moisil logic), whose algebraic
models are n-valued Łukasiewicz-Moisil algebras.

In 1969, Moisil defined the θ-valued Łukasiewicz algebras, where θ is the order type of a
bounded chain. These structures extend a part of the definition of n-valued Łukasiewicz algebras,
but they differ from these by accepting many negation operations ( [3], [10], [16], [23]). The logic
corresponding to the θ-valued Łukasiewicz-Moisil algebras was developed by Boicescu [1] and
Filipoiu [10] (see also [2]). This logical system is called the θ-valued Moisil propositional logic.
The chrysippian endomorphisms of θ-valued Łukasiewicz-Moisil algebras are reflected in the
syntax of the θ-valued Moisil propositional logic by chrysippian operations.

This paper is devoted to the tense θ-valued Moisil propositional calculus, a logical system
obtained from the θ-valued Moisil propositional calculus by adding the tense operators G and
H. The algebraic basis of this logic consists of tense θ-valued Łukasiewicz-Moisil algebras (tense
LMθ-algebras), algebraic structures studied in our paper [7]. We extend some of the results of [8],
where a tense n-valued propositional logic was studied. The tense θ-valued Moisil propositional
calculus unifies two logical systems: the classical tense logic and the θ-valued Moisil logic. The
connection between these logics is realized by axioms that express the behaviour of the tense
operators with respect to the chrysippian operations.

The paper is organized as follows.
In Section 2 we recall some definitions and basic facts on θ-valued Łukasiewicz-Moisil algebras

and θ-valued Moisil logic, with emphasis on the connectives→k and↔k and their algebraic coun-
terparts. Section 3 deals with tense θ-valued Łukasiewicz-Moisil algebras (tense LMθ-algebras),
algebraic structures obtained from θ-valued Łukasiewicz-Moisil algebras by adding the two tense
operators G and H. Section 4 contains the syntactical construction of the tense θ-valued Moisil
propositional calculus. We establish some properties regarding the inferential structure of this
logical system.

Copyright c⃝ 2006-2010 by CCC Publications
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The Lindenbaum-Tarski algebra associated with the tense θ-valued Moisil propositional cal-
culus is studied in Section 5. We obtain the structure of tense LMθ-algebra. The syntactical
properties of the tense θ-valued Moisil logic are reflected in this tense LMθ-algebra, thus we use
the algebraic framework in order to obtain results for the logical system.

In section 6 we define the interpretations of tense θ-valued Moisil propositional calculus and
the k-tautologies of this logic. Our main result is the completeness theorem proved in this section
(Theorem 26). Its proof uses the representation theorem of tense LMθ-algebras applied to the
Lindenbaum-Tarski algebra constructed in the previous section.

2 θ-valued Moisil logic and θ-valued Łukasiewicz-Moisil algebras

Let (I,≤) be a totally ordered set, with first and last element, denoted by 0 and 1 respectively,
and of order type θ, through this paper.

We fix an element k ∈ I, through this paper.
In this section, we recall the θ-valued Moisil logic Mθ described in [2]. The axiomatiza-

tion of θ-valued Moisil propositional calculus uses the system of axioms of θ-valued calcu-
lus introduced by Boicescu [4] and Filipoiu [10]. The basic results are taken from Filipoiu
[10](see also [2]). The alphabet of Mθ has the following primitive symbols: an infinite set
V of propositional variables; the logical connectives ∨,∧, φi, φi for all i ∈ I and the paran-
theses (,). The set Prop(V) of propositions of Mθ is defined by canonical induction. For
each i ∈ I, we shall use the following abbreviations: p →i q = φip ∨ φiq and p ↔i q =
= (p→i q)∧ (q→i p). The θ-valued propositional calculus has the following k-axioms:

(2.1) p→k (q→k p),

(2.2) (p→k (q→k r))→k ((p→k q)→k (p→k r)),

(2.3) p∧ q→k p,

(2.4) p∧ q→k q,

(2.5) (p→k q)→k ((p→k r)→k (p→k q∧ r)),

(2.6) p→k p∨ q,

(2.7) q→k p∨ q,

(2.8) (p→k q)→k ((r→k q)→k (p∨ r→k q)),

(2.9) φi(p∧ q)↔k φip∧φiq, for every i ∈ I,

(2.10) φi(p∨ q)↔k φip∧φiq, for every i ∈ I,

(2.11) φjp↔k φiφjp, for every i, j ∈ I,

(2.12) φjp↔k φiφjp, for every i, j ∈ I,

(2.13) φjp↔k φiφjp, for every i, j ∈ I,

(2.14) φjp↔k φiφjp, for every i, j ∈ I,

(2.15) φip→k φjp, for every i, j ∈ I, i ≤ j.
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The notion of formal proof in Mθ is defined in terms of the above k-axioms and the
k-modus ponens inference rule:

p, p→k q

q
.

For briefness, we will say "modus ponens" (m.p) instead of "k-modus ponens" from now on.
We shall denote by ⊢k p that p is a k-theorem.
We remind some k-theorems of Mθ, which will be used in our proofs.

Proposition 1. ( [2], p. 491, Example 3.12) The following propositions are k-theorems of Mθ:

(2.16) ⊢k p→k p,

(2.17) ⊢k p↔k φkp,

(2.18) ⊢k (φip∨φip), for every i ∈ I, j ∈ I,

(2.19) ⊢k (φj(p∨ q)↔k φjp∨φjq), j ∈ I,

(2.20) ⊢k (φj(p∧ q)↔k φjp∨φjq), j ∈ I,

(2.21) ⊢k ((p→k q)→k (φkq→k φkp)),

(2.22)
p

φjp
, j ≥ k,

(2.23)
φkp→k φkq

p→k q
.

Proposition 2. The following propositions are k-theorems of Mθ:

(2.24) ⊢k p→k (q→k (p∧ q)),

(2.25) ⊢k (p∧ q→k r)→k (p→k (q→k r)),

(2.26) ⊢k (p→k (q→k r))→k ((p∧ q)→k r),

(2.27) ⊢k (p→k q)→k ((q→k r)→k (p→k r)),

(2.28) ⊢k (p→k q)→ ((r→k t)→k (p∧ r→k q∧ t)).

Proof: We shall establish only the k-theorems (2.24), (2.25) and (2.28).

(2.24) We shall use (2.5), (2.16), (2.1), modus ponens and the Deduction Theorem (see [2],
p. 495, Proposition 3.17).

{p, q} ⊢k (p→k p)→k ((p→k q)→k (p→k p∧ q)) (2.5)
{p, q} ⊢k p→k p (2.16)
{p, q} ⊢k (p→k q)→k (p→k p∧ q)) (m.p)
{p, q} ⊢k q→k (p→k q) (2.1)
{p, q} ⊢k q

{p, q} ⊢k p→k q (m.p)
{p, q} ⊢k p→k (p∧ q) (m.p)
{p, q} ⊢k p

{p, q} ⊢k p∧ q (m.p)
{p} ⊢k q→k (p∧ q) (Deduction Theorem)
⊢k p→k (q→k (p∧ q)) (Deduction Theorem)
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(2.25) We shall apply (2.24), modus ponens and the Deduction Theorem.

{p∧ q→k r, p, q} ⊢k p→k (q→k (p∧ q)) (2.24)
{p∧ q→k r, p, q} ⊢k p

{p∧ q→k r, p, q} ⊢k q→k (p∧ q) (m.p)
{p∧ q→k r, p, q} ⊢k q

{p∧ q→k r, p, q} ⊢k p∧ q (m.p)
{p∧ q→k r, p, q} ⊢k p∧ q→k r

{p∧ q→k r, p, q} ⊢k r (m.p)
{p∧ q→k r, p} ⊢k q→k r (Deduction Theorem)
{p∧ q→k r} ⊢k p→k (q→k r) (Deduction Theorem)
⊢k (p∧ q→k r)→k (p→k (q→k r)) (Deduction Theorem)

(2.28) We shall use k-axioms (2.3), (2.4), modus ponens, k-theorem (2.24) and the Deduction
Theorem.

{p→k q, r→k t, p∧ r} ⊢k p∧ r

{p→k q, r→k t, p∧ r} ⊢k p∧ r→k p (2.3)
{p→k q, r→k t, p∧ r} ⊢k p (m.p)
{p→k q, r→k t, p∧ r} ⊢k p→k q

{p→k q, r→k t, p∧ r} ⊢k q (m.p)
{p→k q, r→k t, p∧ r} ⊢k p∧ r→k r (2.4)
{p→k q, r→k t, p∧ r} ⊢k r (m.p)
{p→k q, r→k t, p∧ r} ⊢k r→k t

{p→k q, r→k t, p∧ r} ⊢k t (m.p)
{p→k q, r→k t, p∧ r} ⊢k q→k (t→k (q∧ t)) (2.24)
{p→k q, r→k t, p∧ r} ⊢k t→k (q∧ t) (m.p)
{p→k q, r→k t, p∧ r} ⊢k q∧ t (m.p)
Applying the Deduction Theorem three times we obtain that
⊢k (p→k q)→ ((r→k t)→k (p∧ r→k q∧ t)).

The rest of the proof is straightforward. 2

The θ-valued Łukasiewicz-Moisil algebras constitute the algebraic counterpart of the θ-valued
Moisil logic. The Lindenbaum-Tarski algebra of the θ-valued Moisil propositional calculus is an
θ-valued Łukasiewicz-Moisil algebra (see [2], p. 500, Theorem 3.30).

We shall recall the definition of θ-valued Łukasiewicz-Moisil algebras.

Definition 3. A θ-valued Łukasiewicz-Moisil algebra (LMθ-algebra) is an algebra
L = (L,∧,∨, {φi}i∈I, {φi}i∈I, 0L, 1L) of type (2, 2, {1}i∈I, {1}i∈I, 0, 0) such that for all x, y ∈ L,

(2.29) (L,∧,∨, 0L, 1L) is a bounded distributive lattice,

(2.30) φi is a bounded distributive lattice endomorphism for all i ∈ I,

(2.31) φix∧φix = 0L; φix∨φix = 1L for all i ∈ I,

(2.32) φi ◦φj = φj for all i, j ∈ I,

(2.33) If i ≤ j then φi ≤ φj for all i, j ∈ I,

(2.34) If φix = φiy for all i ∈ I, then x = y (this is known as Moisil’s determination principle).
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Let L = (L,∧,∨, {φi}i∈I, {φi}i∈I, 0L, 1L) be an LMθ-algebra.
We say that L is complete if the lattice (L,∧,∨, 0L, 1L) is complete. L is completely chrysippian if
for every {xk}k∈K (xk ∈ L for all k ∈ K) such that

∧
k∈K

xk and
∨
k∈K

xk exist, the following properties

hold: φi(
∧
k∈K

xk) =
∧
k∈K

φixk, φi(
∨
k∈K

xk) =
∨
k∈K

φixk (∀i ∈ I).

Example 4. Let B = (B,∧,∨,− , 0B, 1B) be a Boolean algebra.
The set D(B) = B[I] = {f|f : I → B, i ≤ j ⇒ f(i) ≤ f(j)} of all increasing functions from I

to B can be made into a LMθ-algebra D(B) = (D(B),∧,∨, {φi}i∈I, {φi}i∈I, 0D(B), 1D(B)) where
0D(B), 1D(B) : I → B are defined by 0D(B)(i) = 0B and 1D(B)(i) = 1B for every i ∈ I, the ope-
rations of the lattice (D(B),∧,∨, 0D(B), 1D(B)) are defined pointwise (cf. [2], p.6, Example 1.10)
and (φif)(j) = f(i), (φif)(j) = (f(i))− (∀j ∈ I) (∀i ∈ I).

Let L = (L,∧,∨, {φi}i∈I, {φi}i∈I, 0L, 1L) be an LMθ-algebra. For each j ∈ I we consider the
binary operation→j on L defined by (2.35) a→j b = φ̄ja∨φjb = (φja∧ φ̄jb)

− for all a, b ∈ L.
This implication is associated to ∧ (like for Boolean algebras), but like for Boolean algebras also,
there exists the following implication: a ;j b = φ̄ja∧φjb, associated to ∨.
The notion of morphism of LMθ-algebras is defined as usual ( [2]). Of course, a morphism of
LMθ-algebras preserves the operation →j.

3 Tense θ-valued Łukasiewicz-Moisil algebras

In this section we shall recall some definitions and basic results on tense θ-valued Łukasiewicz-
Moisil algebras from [7].

Definition 5. A tense LMθ-algebra is a triple At = (A, G,H), where A = (A,∧,∨, {φi}i∈I, {φi}i∈I,
0A, 1A) is an LMθ-algebra and G, H : A → A are two unary operations on A such that for all
x, y ∈ A,

(3.1) G(1A) = 1A, H(1A) = 1A,

(3.2) G(x∧ y) = G(x)∧G(y), H(x∧ y) = H(x)∧H(y),

(3.3) G ◦φi = φi ◦G, H ◦φi = φi ◦H, for any i ∈ I,

(3.4) G(x)∨ y = 1A iff x∨H(y) = 1A.

Definition 6. Let (A, G,H) be a tense LMθ-algebra. For any i ∈ I, let us consider the unary
operations Pi, Fi defined by Pix = φiHφix and Fix = φiGφix, for any x ∈ A.

Proposition 7. Let A = (A,∧,∨, {φi}i∈I, {φi}i∈I, 0A, 1A) be an LMθ-algebra and G,H be two
unary operations on A that satisfy conditions (3.1), (3.2) and (3.3). Then, the condition (3.4) is
equivalent with (3.4 ′) φi ≤ G ◦ Pi and φi ≤ H ◦ Fi for all i ∈ I.

Thus, if we replace in Definition 5 the axiom (3.4) with the condition (3.4 ′), we obtain an
equivalent definition of tense LMθ-algebra.

Proposition 8. Let A = (A,∧,∨, {φi}i∈I, {φi}i∈I, 0A, 1A) be an LMθ-algebra and G,H be two
unary operations on A that satisfy conditions (3.1) and (3.3). Then, the condition (3.2) is
equivalent to (3.2 ′) G(a→k b) ≤ G(a)→k G(b); H(a→k b) ≤ H(a)→k H(b) for all k ∈ I where→k is defined by (2.35).



Tense θ-valued Moisil propositional logic 647

Thus, if in Definition 5 we replace the axiom (3.2) by (3.2’), we obtain an equivalent definition
for tense LMθ-algebra.

Definition 9. A frame is a pair (X, R), where X is a nonempty set and R is a binary relation on
X.

Let (X, R) be a frame and L = (L,∧,∨, {φi}i∈I, {φ̄i}i∈I, 0L, 1L) be a complete and completely
chrysippian LMθ-algebra. LX has a canonical structure of LMθ-algebra. Let’s us define for all
p ∈ LX and x ∈ X: G∗(p)(x) =

∧
{p(y)|y ∈ X, xRy}, H∗(p)(x) =

∧
{p(y)|y ∈ X, yRx}.

Proposition 10. For any frame (X, R), (LX, G∗, H∗) is a tense LMθ-algebra.

Let (B, G,H) be a tense Boolean algebra. We define on D(B) the unary operations D(G)
and D(H) by: D(G)(f) = G ◦ f, D(H)(f) = H ◦ f for all f ∈ D(B).

Lemma 11. If (B, G,H) is a tense Boolean algebra then (D(B), D(G), D(H)) is a tense LMθ-
algebra.

Theorem 12. (The representation theorem for tense LMθ-algebras) For every tense
LMθ-algebra (A, G,H) there exist a frame (X, R) and an injective morphism of tense LMθ-algebras
α : A→ (D(L2))

X, where L2 = {0, 1}, the standard Boolean algebra.

4 Tense θ-valued Moisil logic (the syntax)

In this section we introduce the tense θ-valued Moisil propositional calculus TMθ, a logical
system obtained from the θ-valued propositional calculus (see [2]) by adding the two tense
operators G and H. We define the notion of k-theorem and k-deduction then we establish some
syntactical properties of TMθ.
The alphabet of TMθ has the following primitive symbols: an infinite set V of propositional
variables; the logical connectives ∨,∧, φi, φi for all i ∈ I; the tense operators G and H and
parantheses (, ). The set E of propositions of TMθ is defined by canonical induction.

Definition 13. We shall use the following abbreviations: for all α,β ∈ E and i ∈ I, we define
α→i β = φiα∨φiβ; α↔i β = (α→i β)∧ (β→i α); Fiα = φiGφiα; Piα = φiHφiα.

Definition 14. We call a k-axiom of tense θ-valued Moisil propositional calculus a proposition
of one of the following forms:

(4.1) The k-axioms of θ-valued Moisil propositional calculus ((2.1)-(2.15) in Section 2);

(4.2) G(α→k β)→k (Gα→k Gβ); H(α→k β)→k (Hα→k Hβ);

(4.3) Gφiα↔k φiGα; Hφiα↔k φiHα, for all i ∈ I;

(4.4) φiα→k GPiα; φiα→k HFiα, for all i ∈ I.

The notion of formal k-proof in TMθ is defined in terms of the above axioms and the following

inference rules:
α,α→k β

β
(modus ponens);

α

Gα

α

Hα
(Temporal Generalizations)

Definition 15. We say that a proposition α is a k-theorem of TMθ if there exists a k-proof of
it. We will denote by ⊢k α the fact that α is a k-theorem of TMθ.

Definition 16. Let Γ ⊆ E and α ∈ E. We say that α is a k-deduction from Γ and write Γ ⊢k α

if there exist n ∈ N = {0, 1, 2, ...} and α1, ..., αn ∈ Γ such that ⊢k

n∧
i=1

αi →k α.
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We remark that the logical structure of TMθ (k-theorems and k-deduction) combines the
logical stuctures of two logical systems: the θ-valued Moisil logic and tense classical logic.
Further we shall prove some syntactical properties.

Lemma 17. Let Γ ⊆ E and α ∈ E. Then Γ ⊢k α iff there exist n ∈ N and α1, ..., αn ∈ Γ such
that ⊢k α1 →k (α2 →k ...(αn →k α)...).

Proof: By Definition 16 and k-theorems (2.25) and (2.26). 2

Lemma 18. Let Γ ⊆ E and α ∈ E. Then Γ ⊢k α iff there exists Γ ′ ⊆ Γ , Γ ′ finite, such that
Γ ′ ⊢k α.

Proof: By Definition 16 and Lemma 17. 2

Proposition 19. Let Γ, Σ ⊆ E and α,β ∈ E. The following properties hold:
(i) If ⊢k α then Γ ⊢k α;
(ii) If Γ ⊆ Σ and Γ ⊢k α then Σ ⊢k α;
(iii) If α ∈ Γ then Γ ⊢k α;
(iv) {α} ⊢k β iff ⊢k α→k β;
(v) If Γ ⊢k α and {α} ⊢k β then Γ ⊢k β;
(vi) If Γ ⊢k α and Γ ⊢k α→k β then Γ ⊢k β;
(vii) Γ ⊢k α∧ β iff Γ ⊢k α and Γ ⊢k β.

Proof: (i) Using Definition 16 for n = 0. (ii) By applying Definition 16.
(iii) Using k-theorem (2.16) and Definition 16.
(iv) We assume that ⊢k α→k β. Then, by Definition 16, we obtain that {α} ⊢k β. Conversely, if
{α} ⊢k β then there exists n ∈ N such that ⊢k (α∧ ...∧ α︸ ︷︷ ︸

n

) →k β. By using k-axioms (2.4) and

(2.5), we get that ⊢k (α∧ ...∧ α︸ ︷︷ ︸
n

)↔k α, so ⊢k α→k β.

(v) We suppose that Γ ⊢k α and {α} ⊢k β. Then there exist n ∈ N and α1, .., αn ∈ Γ such that

⊢k

n∧
i=1

αi →k α. Using (iv), it follows that ⊢k α →k β and by applying k-theorem (2.27) and

modus ponens, we obtain that ⊢k

n∧
i=1

αi →k β, so Γ ⊢k β.

(vi) Let Γ ⊢k α and Γ ⊢k α →k β. By applying Lemma 18, there exist Γ1, Γ2 ⊆ Γ such that
Γ1 ⊢k α and Γ2 ⊢k α →k β. By (ii), it follows that Γ1 ∪ Γ2 ⊢k α and Γ1 ∪ Γ2 ⊢k α →k β.

If we consider Γ1 ∪ Γ2 = {γ1, ..., γn}, we obtain that ⊢k

n∧
i=1

γi →k α and ⊢k

n∧
i=1

γi →k (α →k

→k β). By applying k-axiom (2.2) and modus ponens, we get that ⊢k

n∧
i=1

γi →k β, so Γ ⊢k β.

(vii) We assume that Γ ⊢k α∧ β. By using k-axioms (2.3) and (2.4) and applying (i) and (vi),
we obtain that Γ ⊢k α and Γ ⊢k β. Conversely, we assume that Γ ⊢k α and Γ ⊢k β. By using
k-theorem (2.24) and (i), we obtain that Γ ⊢k α →k (β →k α ∧ β). By applying twice (vi), we
get Γ ⊢k α∧ β. 2

Theorem 20. (The deduction theorem) Let Γ ⊆ E and α,β ∈ E. Then Γ ∪ {α} ⊢k β iff Γ ⊢k

α→k β.

Proof: We assume that Γ ∪ {α} ⊢k β. Then there exist n ∈ N and α1, ..., αn ∈ Γ such

that ⊢k (

n∧
i=1

αi ∧ α) →k β. By applying k-theorem (2.25) and modus ponens, it follows that
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⊢k

n∧
i=1

αi →k (α →k β). Using Definition 16, we obtain that Γ ⊢k α →k β. Conversely, we

suppose that Γ ⊢k α →k β. Thus, by Proposition 4.1 (ii), we get Γ ∪ {α} ⊢k α →k β. Also, by
Proposition 4.1 (iii), we have that Γ ∪ {α} ⊢k α, hence by applying Proposition 4.1 (vi), it results
that Γ ∪ {α} ⊢k β. 2

Proposition 21. In TMθ, the following properties hold:

(4.5) If ⊢k α↔k β, then ⊢k Gα↔k Gβ,

(4.6) ⊢k G(α∧ β)↔k (Gα∧Gβ).

Proof: (4.5) By using k-axioms (2.3), (2.4), k-theorem (2.24) and modus ponens, we obtain that:
⊢k α ↔k β iff ⊢k α →k β and ⊢k β →k α. Applying the temporal generalization rule G, we get
that ⊢k G(α →k β) and ⊢k G(β →k α). Then, by k-axiom (4.2) and modus ponens, it follows
that ⊢k Gα→k Gβ and ⊢k Gβ→k Gα, hence ⊢k Gα↔k Gβ.

(4.6) We shall prove that ⊢k G(α∧ β)→k (Gα∧Gβ) and ⊢k (Gα∧Gβ)→k G(α∧ β). By
applying Proposition 21 (4.5) for k-axioms (2.3), (2.4), we obtain that ⊢k G(α∧β)→k Gα and
⊢k G(α ∧ β) →k Gβ. Using k-axiom (2.5) and modus ponens, it results that
⊢k G(α ∧ β) →k (Gα ∧ Gβ). By k-teorem (2.24) and the temporal generalization rule G,
we obtain that ⊢k G(α→k (β→k α∧β)). Applying k-axiom (4.2), modus ponens and k-theorem
(2.27), it follows that ⊢k Gα→k (Gβ→k G(α∧β)). Using k-theorem (2.26) and modus ponens,
we get that ⊢k (Gα∧Gβ)→k G(α∧ β). Thus ⊢k G(α∧ β)↔k (Gα∧Gβ). 2

We remark that there exists a similar Proposition concerning H.

5 The k-Lindenbaum-Tarski algebra of tense θ-valued Moisil logic

In this section we shall prove that the k-Lindenbaum-Tarski algebra of TMθ is a tense θ-
valued Łukasiewicz-Moisil algebra. Therefore, the tense θ-valued Łukasiewicz-Moisil algebras
constitute the algebraic structures of TMθ and the properties of tense LMθ-algebras reflect the
syntactical properties of TMθ.
We consider the binary relation ∼k on the set of all propositions E, defined by: α ∼k β iff
⊢k φiα↔k φiβ for all i ∈ I.

Lemma 22. ∼k is an equivalence relation on E.

For any proposition α ∈ E, we denote by [α]k the equivalence class of α. We can define the
following operations on the set E/∼k : [α]k∨[β]k = [α∨β]k; [α]k∧[β]k = [α∧β]k; φi[α]k = [φiα]k;
φi[α]k = [φiα]k for all i ∈ I; G([α]k) = [Gα]k; H([α]k) = [Hα]k; 0k = [φkα]k, 1k = [φkα]k, where
α is a k-theorem of TMθ.

Proposition 23. (E/∼k ,∧,∨, {φi}i∈I, {φi}i∈I, 0k, 1k, G,H), the k-Lindenbaum-Tarski algebra of
TMθ, is a tense LMθ-algebra.

Proof: By ( [2], p.500, Theorem 3.30), we have that (E/∼k ,∧,∨, {φi}i∈I, {φi}i∈I, 0k, 1k) is an
LMθ-algebra. What is left to prove is that the operations G and H are well defined and the
conditions (3.1)-(3.4) are satisfied. Due to the symmetrical position of G and H we shall only
include the proofs for G. Let α,β ∈ E such that α ∼k β. Thus, ⊢k φiα ↔k φiβ for all i ∈ I.
Applying Proposition 21 (4.5), we obtain that ⊢k Gφiα ↔k Gφiβ for all i ∈ I. Using k-axiom
(4.3), it follows that ⊢k φiGα↔k φiGβ for all i ∈ I, so Gα ∼k Gβ.
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(3.1) We have to prove that G([φkα]k) = [φkα]k i.e. by definition of ∼k that ⊢k φiGφkα ↔k

φiφkα for every α such that ⊢k α and for all i ∈ I. Let α ∈ E such that ⊢k α and i ∈ I.
By k-theorem (2.22), we obtain that ⊢k φkα and by applying the temporal generalization
rule G, we obtain that ⊢k Gφkα. Using k-axiom (2.1) and modus ponens, it results that
⊢k φkα→k Gφkα and ⊢k Gφkα→k φkα. Thus, we get that (i) ⊢k φkα↔k Gφkα. Using
k-axiom (2.11), we have that (ii) ⊢k φiφkα↔k φkα and by using Proposition 21(4.5), we
obtain that (iii) ⊢k Gφiφkα ↔k Gφkα. Using k-axiom (4.3) and the conditions (i),(ii),
(iii), it results that ⊢k φiGφkα↔k φiφkα.

(3.2) Let α,β ∈ E. We must prove that G([α]k ∧ [β]k) = G([α]k) ∧ G([β]k) i.e. G(α ∧ β) ∼k
Gα∧Gβ which is equivalent with ⊢k φiG(α∧β)↔k φi(Gα∧Gβ) for all i ∈ I. Let i ∈ I.
By using Proposition 21(4.6) for α = φiα and β = φiβ, we obtain that (i) ⊢k G(φiα ∧

∧φiβ) ↔k (Gφiα ∧ Gφiβ). By using k-axiom (2.9) and Proposition 21(4.5), we get
that (ii) ⊢k Gφi(α ∧ β) ↔k G(φiα ∧ φiβ). By conditions (i) and (ii), we obtain that
(a) ⊢k Gφi(α∧β)↔k (Gφiα∧Gφiβ). By k-axiom (4.3), we have: ⊢k Gφiα↔k φiGα and
⊢k Gφiβ↔k φiGβ. Applying k-theorem (2.28), it follows that (b) ⊢k (Gφiα∧Gφiβ)↔k↔k (φiGα∧φiGβ). By conditions (a), (b) and k-axiom (4.3), we obtain that ⊢k φiG(α∧

∧β)↔k φi(Gα∧Gβ).

(3.3) We have to prove that ⊢k φjGφiα ↔k φjφiGα for all i, j ∈ I. Let i, j ∈ I. By k-
axiom (2.11), we obtain that (a) ⊢k φjφiGα ↔k φiGα. Using k-axiom (4.3), we have
that (b) ⊢k φjGφiα ↔k Gφjφiα. By k-axioms (2.11) and Proposition 21(4.5), it fol-
lows that (c) ⊢k Gφjφiα ↔k Gφiα. By (a), (b), (c) and k-axiom (4.3), we get that
⊢k φjGφiα↔k φjφiGα.

(3.4) Since by Proposition 7, the condition (3.4) is equivalent with (3.4’), we shall prove that
[φiα]k ≤ [GPiα]k for all i ∈ I, i.e. ⊢k φjφiα →k φjGPiα for all i, j ∈ I. Let i, j ∈ I. By
k-axiom (2.13), we have that ⊢k Piα ↔k φjPiα. Applying Proposition 21 (4.5), it follows
that ⊢k GPiα ↔k GφjPiα. Using k-axiom (4.3), it results that (1) ⊢k GPiα ↔k φjGPiα.
Also, by k-axiom (2.11), we have that (2) ⊢k φiα ↔k φjφiα. By (1), (2) and k-axiom
(4.4), we get that ⊢k φjφiα→k φjGPiα.

2

6 Semantics and completeness theorem of tense θ-valued Moisil
logic

This section concernes with the semantics of TMθ, which combines the properties of Kripke
semantics for T and the algebraic semantics for Mθ. We establish a completeness theorem for
TMθ by using the representation theorem of tense θ-valued Łukasiewicz-Moisil algebras [7].

Definition 24. Let (X, R) be a frame. A valuation of TMθ is a function v : E × X → L
[I]
2 such

that for all α,β ∈ E and x ∈ X, the following equalities hold: v(α→k β, x) = v(α, x)→k v(β, x);
v(α ∧ β, x) = v(α, x) ∧ v(β, x); v(α ∨ β, x) = v(α, x) ∨ v(β, x); v(φiα, x) = φiv(α, x) for any
i ∈ I; v(φiα, x) = φiv(α, x) for any i ∈ I; v(Gp, x) =

∧
{v(p, y)|xRy}; v(Hp, x) =

∧
{v(p, y)|yRx}.

The first five conditions of the previous definition reflect "the many-valued past" of TMθ

(see [2], p.487) and the last two conditions correspond to "the tense past" of TMθ (see [5],
p.93).

Definition 25. We say that a proposition α is a k-tautology and we write |=k α if for every
frame (X, R), for any valuation v : E× X→ L

[I]
2 and for all x ∈ X, we have v(α, x)(k) = 1.
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The following result establishes the equivalence between the k-theorems and the k-tautologies
of TMθ. The proof of the main implication is based on the representation theorem for tense θ-
valued Łukasiewicz-Moisil algebras (Theorem 12).

Theorem 26. (Completeness theorem). For any proposition α of TMθ, we have: ⊢k α iff |=k α.

Proof: (⇒). We shall prove by induction on the definition of ⊢k α that for every frame (X, R)

and for any valuation v : E× X→ L
[I]
2 , we have v(α, x)(k) = 1, for all x ∈ X.

Let (X, R) be a frame, v : E× X→ L
[I]
2 be a valuation and x ∈ X.

• We suppose that α is a k-axiom.

(a) Let α be G(p →k q) →k (Gp →k Gq) with p, q ∈ E. It is known that a →k (b →k c) =
= (a ∧ b) →k c ( [7], p.6, Proposition 2.1 (l)). We have: v(α, x)(k) =
= v(G(p→k q)→k (Gp→k Gq), x)(k) = [v(G(p→k q), x)→k (v(Gp, x)→k v(Gq, x))](k) =

= [(v(G(p→k q), x)∧ v(Gp, x))→k v(Gq, x)](k) = [
∧
xRy

((v(p, y)→k v(q, y))∧ v(p, y))→k

→k

∧
xRy

v(q, y)](k) = [φk

∧
xRy

((v(p, y) →k v(q, y)) ∧ v(p, y)) ∨ φk

∧
xRy

v(q, y)](k) =

= [(
∧
xRy

(v(p, y)→k v(q, y))∧v(p, y))(k)]−∨(
∧
xRy

v(q, y))(k) = [
∧
xRy

((v(p, y)(k))−∨v(q, y)(k))∧

∧v(p, y)(k)]− ∨ (
∧
xRy

v(q, y)(k)) = [
∧
xRy

(v(q, y)(k)∧ v(p, y)(k))]− ∨ (
∧
xRy

v(q, y)(k)).

Since v(q, y)(k), v(p, y)(k) ∈ L2 and v(q, y)(k) ∧ v(p, y)(k) ≤ v(q, y)(k), we obtain that∧
xRy

(v(q, y)(k)∧ v(p, y)(k)) ≤
∧
xRy

v(q, y)(k). Since in a Boolean algebra we have a ≤ b iff

ā∨ b = 1, we get that [
∧
xRy

(v(q, y)(k)∧ v(p, y)(k))]− ∨ (
∧
xRy

v(q, y)(k)) = 1.

(b) Let α be Gφip ↔k φiGp with p ∈ E and i ∈ I. Then v(α, x)(k) =
= v(Gφip ↔k φiGp, x)(k) = v((Gφip →k φiGp) ∧ (φiGp →k Gφip), x)(k) =

= [(v(Gφip, x) →k v(φiGp, x)) ∧ (v(φiGp, x) →k v(Gφip, x))](k). Since L
[I]
2 is complete

and completely chrysippian, it follows that v(Gφip, x) =
∧
xRy

φiv(p, y) = φi(
∧
xRy

v(p, y)) =

= v(φiGp, x). We know that a→k a = 1 ( [7], p.6, Proposition 2.1 (f)), hence v(α, x)(k) =
1.

(c) Let α be φip →k GPip with i ∈ I. We have: v(α, x)(k) = v(φip →k GPip, x)(k) =

= (v(φip, x)→k v(GPip, x))(k) = (φiv(p, x)→k

∧
xRy

v(Pip, y))(k) =

= (φiv(p, x)→k

∧
xRy

∨
zRy

φiv(p, z))(k) = φk(φiv(p, x))(k)∨φk(
∧
xRy

∨
zRy

φiv(p, z))(k) =

= [v(p, x)(i)]−∨
∧
xRy

∨
zRy

v(p, z)(i). Let y ∈ X such that xRy. Then v(p, x)(i) ≤
∨
zRy

v(p, z)(i),

hence v(p, x)(i) ≤
∧
xRy

∨
zRy

v(p, z)(i). We obtain that [v(p, x)(i)]− ∨
∧
xRy

∨
zRy

v(p, z)(i) = 1.

• We assume that α was obtained by applying the modus ponens rule. We have that
v(β, x)(k) = 1 and v(β →k α, x)(k) = 1. But v(β →k α, x)(k) = (v(β, x) →k v(α, x))(k) =
= (φkv(β, x)∨φkv(α, x))(k) = φk(v(β, x))(k)∨φk(v(α, x))(k) = [v(β, x)(k)]− ∨ v(α, x)(k).
We deduce that v(α, x)(k) = 1.
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• We suppose that α = Gβ such that ⊢k β. We have that v(β, x)(k) = 1, for every x ∈ X. Then
v(Gβ, x)(k) = (

∧
xRy

v(β, y))(k) =
∧
xRy

v(β, y)(k) = 1.

(⇐). We shall prove that if ̸⊢k α then ̸|=k α. Assume that ̸⊢k α, so [α]k ̸= 1k. By u-
sing Proposition 23, we have that the k-Lindenbaum-Tarski algebra (E/∼k , G,H) of TMθ is a
tense LMθ-algebra. Applying the representation theorem for tense LMθ-algebras (Theorem 12),
there exist a frame (X, R) and an injective morphism of tense LMθ-algebras d : (E/∼k , G,H) →→ (D(L2)

X, G∗, H∗). Let us consider the function v : E × X → L
[I]
2 defined by

v(α, x) = d([α]k)(x), for all α ∈ E and x ∈ X. It is straightforward to prove that v is a val-
uation. Since d is injective and [α]k ̸= 1k, we obtain that d([α]k) ̸= 1D(L2)X

, hence there exists
a ∈ X such that v(α, a) = d([α]k)(a) ̸= 1D(L2). Thus α is not a k-tautology. 2

7 Concluding Remarks

The tense θ-valued Moisil propositional calculus TMθ can be viewed as a common generali-
zation of the θ-valued Moisil propositional logic Mθ and the classical tense logic T.
TMθ combines the logical structures of these logical systems and its semantic is inspired from
the semantics of T and Mθ. The main result of this paper is a completeness theorem for TMθ.
Its proof is derived from the representation theorem of tense θ-valued Łukasiewicz-Moisil algebras
[7].

An open problem is to obtain a proof of the representation theorem for tense θ-valued
Łukasiewicz-Moisil algebras by using Theorem 26.

The next step in the study of tense aspects of Moisil logic is to define the tense θ-valued pre-
dicate logic (the syntax and the semantic) and the algebras corresponding of this logic (polyadic
tense θ-valued Łukasiewicz-Moisil algebras). We hope to prove a completeness theorem for tense
θ-valued Moisil predicate logic and a representation theorem for the corresponding algebras. The
tense logics corresponding to the LMθ-algebras with negations [16] will be the subject of another
paper.
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Abstract: This paper investigates the modeling of the personal driving style
of various vehicle drivers based on several driving parameters. The purpose
of such an endeavor is to classify the drivers according to their risk-proneness
within the larger context of increasing traffic safety, which is a major concern
worldwide. This information is valuable especially for those involved in fleet
management and it can be used to improve and to make safer the driving style
of various individuals who serve within that fleet. Equally important, such
information could help any driver to see the danger within his or her driving
style. Cluster and principal component analyses from exploratory statistics
have been used to identify and explain drivers grouping according to their
driving behavior. The driving parameters (behavioral indices) are collected
from urban traffic by an in-house developed GPS-based device and sent to a
data server for analysis.
Keywords: driving style, driving parameters, real time vehicle tracking, data
mining.

1 Introduction and Related Work

Our society is changing at an amazing rate and there is no domain of human activity that is
not affected by this process. Nowadays, people are overwhelmed with information and are under
continuous pressure of being "in time" with some processing of that information. Consequently,
everything happens or goes faster and faster each and every day. If we imagine having a look from
above at the life pace in the 19th Century and if we compare this image with the current view,
the difference is striking. This is also true for people trying to reach their destinations by using
motorized vehicles that rush in various directions showing a throng-like view. In the last decades
the number of such means of transportation has increased dramatically, their performances have
improved at a fantastic rate and therefore, traffic conditions have worsened, especially in major
cities. A direct effect of these changes can be seen on the driving behavior of city drivers, which
becomes increasingly aggressive and incident-prone, reducing therefore the traffic safety. In this
larger context, there is a major interest in categorizing the driving style of city drivers based on
their driving behavior, which can be abstracted by means of various driving parameters.

In spite of this interest, the undertaking of extracting "standard behaviors from raw data
of real human drivers has not yet been tackled and will be an area of future research" [1].
Even in cases where there have been made field tests that involved real drivers in real world
experiences, "the driver’s performance in terms of driving style was defined in each test through
the subjective judgment of experts present at test" corroborated with fuel consumption [3]. The
need for an objective method to understand daily driving behavior which derives from the driving
style is emphasized in many works [1, 2, 4, 5]. There are some works that tries to determine the
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driving style, seen as "the attitude, orientation and way of thinking for daily driving", based on
questionnaires’ surveys [4,5]. More recent works use a virtual driving simulator to collect realistic
driving data from human drivers and to model human driving behavior [18], or classify driving
style by combining objective rank method with recurrent learning based on Elman’s type neural
network [20]. There are also related works on modelling traffic flow, driving course decisions, or
drivers behavior in emergency situations [19]. However, very few studies explore the modeling of
personal driving style of various vehicle drivers based on several driving parameters, especially
in urban traffic [7–9].

This work is about modeling the personal driving style of various vehicle drivers based on
several driving parameters (behavioral indices). The purpose of such an endeavor is to classify
the drivers according to their risk-proneness within the larger context of increasing traffic safety,
which is a major concern worldwide. This information is valuable especially for those involved
in fleet management and it can be used to improve and to make safer the driving style of various
individuals who serve within that fleet. Equally important, such information could help any
driver to see the danger within his or her driving style.

The paper is organized as follows: section 2 describes shortly the Gipix system and the GPS-
based tracking device used for collecting the raw data, section 3 presents the driving parameters
extracted from the raw data from the device, section 4 details the used methods, the analysis of
the data and the interpretation of the results, and section 5 gives some concluding remarks and
possible future work.

2 The Gipix System for Vehicle Tracking

Gipix is a system for real-time vehicle tracking, which offers very accurate positioning that is
based both on state-of-the-arte GPS technology and GSM/GPRS data transmission. The system
can be used both for individual vehicles and fleets. The core of the system consists of a data
server that processes the maps for the main Romanian cities and roads, the monitored vehicles,
the tracks for those vehicles, the drivers, critical events, predefined tracks, specific reports etc.
Gipix collects the data of interest by using a GPS-based device, called Gipix-102B that must be
installed on each monitored vehicle. This device automatically transmits the vehicle’s positions
and signals various critical events, both to the system and to the interested users. The Gipix
System has been developed in-house to overcome some of the limitations of the commercially
available GPS-based solutions [10].

The main advantages of our solution are one-second acquisition interval, high sensibility (the
antenna works in difficult conditions), integrability with other applications, adaptability to users’
needs, local storage for aproximately 100 hours of data for areas which are not GSM covered
and positioning without GPS signal if the antenna fails, based on the GSM cells. From all these
benefits, the most important for the current work has been the one-second acquisition interval,
which is crucial for the success of the statistical methods that we have used.

A screenshot of the Gipix System is depicted in Figure 1, in which the cars of some of the
drivers who have been involved in the analysis can be seen. In this screen is displayed also a
sample track (the purple curved line). An upside down drop-like cursor can be moved along
the track path and the given information will be tailored accordingly. A small info box, which
contains data about instantaneous speed (v), altitude(h), acceleration (a), GPS error (e) can
be seen on the right side of the screen. At the lower part of this screen the speed-acceleration
plot is available for this track (red for speed and blue for acceleration). Several options can be
selected from the left upper main menu: positioning, tracks, routes, personal or general points
of interest, settings, configuration of users, car devices, vehicles and so on [10].
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Figure 1: Gipix tracking system - driver’s track analysis

3 Raw Data and the Driving Parameters

The raw data that has been considered for analysis is obtained from the tracking device in
real time, by using GPRS and Internet as communication media. All the data is collected in the
central server, where it is analyzed. It consists of GPS positions, time and speed values. Data
is sampled at 1 second interval. From the speed values we calculate longitudinal acceleration
at each time step (using numerical derivation), as well as the mechanical work (as the energy
required to increase the speed over the time). A sample speed and acceleration diagram for one
random track and driver, and for a small time interval is shown in Figure 2. Values for speed
and acceleration are measured in [km/h] and [km/hs], respectively.

Figure 2: Speed and acceleration plot over time

For the statistical analysis we have been using the following driving parameters (extracted
from the raw data):

• speed over 60 km/h: percent of time (V60) - represents the percentage of time, from the
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total time the vehicle is moving (thus excluding all stops of the vehicle), in which the speed
is larger than 60 km/h - considered as the speed limit to be fined;

• speed : mean value (Vmn) and standard deviation (Vsd) - statistical values for the driving
speed, the vehicle is also considered as moving;

• acceleration: standard deviation (Asd) - statistical value for the acceleration, the vehicle is
considered as moving as well;

• positive acceleration: mean value (A+mn) and standard deviation (A+sd) - statistical values
for all positive accelerations, when the vehicle is considered to increase its speed; this is an
indirect measure of the acceleration pedal position;

• braking : mean value (Brmn) and standard deviation (Brsd) - statistical values for negative
accelerations, when the vehicle is considered to decrease its speed, and ignoring free decel-
erations (decrease in speed without breaking); because we don’t have any indication of the
actual brake pedal position, this is done by setting a threshold for the negative acceleration,
above which all values are considered to be free decelerations;

• mechanical work : (W) - this is calculated as the sum, over the time, of all positive kinetic
energy values required to increase the vehicle speed.

Data is collected for a total of 23 different drivers, with two additional controlled test drives.
For each driver we collected several tracks (an average of 9 tracks per driver), over a short period
of time (2-5 working days), and in similar conditions (same city: Bucharest). The total number
of tracks analyzed is 200. The additional two test drives are done with extreme driving styles: a
very aggressive one (D91) and a slow, non-aggressive, more economical one (D94). The resulting
data is presented in Table 1.

sample driver V60 Vmn Vsd Asd A+mn A+sd Brmn Brsd W

% km/h km/hs km/h km/hs km/hs km/hs km/hs xJ
1 D1 5.5 25.6 17.5 2.45 2.23 1.46 3.07 1.57 58.42
2 D2 6.2 31.5 17.5 3.24 2.67 1.81 3.93 2.07 81.08
3 D3 14.4 34.7 19.5 2.78 2.30 1.59 3.89 2.23 64.43
4 D4 10.0 32.8 19.4 3.08 2.65 1.72 3.72 2.06 76.67
5 D5 6.4 29.1 19.1 2.81 2.48 1.68 3.34 1.90 70.55
6 D6 0.6 24.2 14.9 3.20 2.64 1.72 4.02 2.30 78.99
7 D7 8.0 27.9 18.3 3.32 2.72 1.91 3.89 2.15 82.17
8 D8 7.4 27.5 18.6 2.89 2.61 1.70 3.31 1.71 69.58
9 D9 2.8 24.7 17.6 2.99 2.68 1.75 3.36 2.03 74.64
10 D10 6.1 26.9 14.1 2.78 2.49 1.70 3.33 1.61 63.82
11 D11 4.6 27.9 17.5 3.27 2.67 1.71 4.18 2.33 76.33
12 D12 3.6 26.0 17.9 2.88 2.48 1.76 3.45 1.82 74.65
13 D13 6.3 30.0 18.5 2.74 2.39 1.61 3.66 1.87 64.96
14 D14 10.2 35.2 18.0 2.79 2.39 1.98 3.16 1.78 61.55
15 D15 6.6 27.0 18.9 2.88 2.50 1.75 3.52 2.15 69.77
16 D16 5.2 33.4 17.6 1.98 1.66 1.08 3.13 1.54 42.42
17 D17 11.3 29.7 21.5 2.45 2.21 1.67 3.01 1.69 53.39
18 D18 3.6 26.3 17.0 3.13 2.74 2.02 3.57 1.84 74.26
19 D19 2.3 25.3 16.6 2.97 2.39 1.99 3.47 2.35 67.71
20 D20 8.0 28.6 20.5 2.66 2.22 1.57 3.32 1.92 65.34
21 D21 18.4 37.8 21.7 3.80 3.02 1.97 4.25 2.76 95.35
22 D22 1.2 23.0 15.1 2.36 2.19 1.48 2.93 1.45 60.92
23 D23 7.2 27.1 17.6 3.37 2.71 1.79 4.15 2.49 87.87
24 D91 14.9 36.8 21.7 3.81 3.27 2.06 4.49 2.53 94.25
25 D94 2.1 27.1 13.9 2.09 1.81 1.14 3.30 1.74 45.16

Table 1: Driving Parameters
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4 Data Analysis

4.1 Analysis Methods

The matrix that represents the driving parameters has been used to conduct the multivariate
analysis (Table 1). We have approached two widely used methods: Hierarchical Cluster Analysis
(HCA) and Principal Component Analysis (PCA). They allow the evaluation of sample similari-
ties according to determined variables. HCA classifies the drivers according to some variables so
that homogeneity within and heterogeneity among groups are obtained. PCA linearly transforms
the original variables, and thus composes a new set of independent variables (components), which
can be used to identify the important variables that explain sample grouping.

Cluster Analysis (CA) is a method of unsupervised learning, and a statistical methodology
used to categorize individual objects into groups with similar meanings (homogeneous). CA is
typically used when the researcher does not know the number of groups in advance and wishes to
establish groups and to analyze group membership. It seeks to identify groups that both minimize
inter-group variation and maximize outer-group variation. We have performed a hierarchical
cluster analysis, starting with individual points as clusters, then successively merging two clusters
until only one cluster remains. We have used Ward’s method and Euclidean distance [11].
Compared to other hierarchical methods, it uses an analysis of variance approach to evaluate
the distances between clusters, and it is regarded as very efficient in creating clusters [12]. The
method is described more formally in Algorithm 1.

Algorithm 1 - HCA - basic Hierarchical Clustering Algorithm
Compute the proximity matrix.
repeat

Merge the closest two clusters.
Update proximity matrix.

until only one cluster remains.

Principal Component Analysis is a statistical method for arranging large arrays of data into
interpretable patterning match. It transforms a number of (possibly) correlated variables into
a (smaller) number of uncorrelated variables called principal components. The first principal
component accounts for as much of the variability in the data as possible, and each succeeding
component accounts for as much of the remaining variability as possible. The principal com-
ponents are computed from the matrix of correlations between the variables, outputting their
eigenvalues (the amount of variance accounted for by each component) and the component load-
ings (how the variables correlate with the principal component) [13–15]. This analysis attempts
to plot and arrange these variables in a lower-dimensional space, where more closely related items
are plotted closer to each other than the less closely related items. A simple formal description
of PCA is shown in Algorithm 2.

Algorithm 2 - PCA - Principal Component Analysis
1: Organize the data as a m ∗n matrix, where m is the number of measurement types ans n is

the number of trials.
2: Substract off the mean for each measurement type or row in the matrix.
3: Calculate the covariance matrix.
4: Calculate the eigenvectors and eigenvalues of the covariance matrix.
5: Rearrange the eigenvectors and eigenvalues in order of decreasing eigenvalue.
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4.2 Data Analysis

Using our input data, the result of cluster analysis is visualized as a tree-diagram or den-
drogram in Figure 3. The dendrogram [12–14] represents the pattern of clustering among the
drivers; the longer the connecting lines further to the right the more distance is between the
clusters and/or the drivers. Based on the distance, we can distinguish between 6 major clusters
(labeled 1 to 6 and colored differently). We can clearly see the two "extreme" clusters (no. 2
and no. 6), associated with the two controlled test drives: D91 (sample 24, cluster no. 6) and
D94 (sample 25, cluster no. 2). This is also clear in some of the two-variable plots of the data in
Figure 4. However, the other clusters need to be further investigated for a better interpretation.

Figure 3: Hierarchical Cluster Analysis

Figure 4: Different plots for Cluster Analysis

Using PCA on our data, we have obtained the principal components by computing the eigen-
values and eigenvectors of data correlation matrix as shown in Figure 5. There are a few common
criteria for deciding how many components to keep: a) visual interpretation of the scree plot for
the "elbow", b) the number of eigenvalues larger than 1.0, c) required meaningful percentage of
variance (80-90%), and d) how many components are interpretable. Using the criteria a) and c),
we can account for 2-3 components, with 2 components accounting for 84.5% of the data, and
3 components for more than 92% of the data. Based on the second criteria (b), a number of 2
components would seem more appropriate.

We will decide how many components are significant by further analyzing the correlation
between the variables and the principal components, the 2- and 3-component biplots and the
clustering of the data.

The correlations between the original variables and the principal components (PC1, PC2,
PC3) are presented in Table 2. We can see that the first principal component have a good
correlation to all acceleration- (Asd, A+mn, A+sd) and braking- (Br, Brmn, Brsd) related vari-
ables, but also to the mechanical work (W), whereas the second component has a strong positive
correlation to the speed-related variables (V60, Vmn, Vsd). The third principal component has
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Figure 5: Principal Component Analysis

PC1 PC2 PC3 RC1 RC2 RC3
V60 0.6388762 0.7239720 0.0500097 0.1770218 0.1951046 0.9302670
Vmn 0.5083209 0.7715614 -0.1699350 -0.0693270 0.2716954 0.8966329
Vsd 0.5800321 0.6531136 0.2707885 0.3075579 0.0069074 0.8612093
Asd 0.9620060 -0.2584930 0.0190901 0.7478074 0.6315966 0.1857643

A+mn 0.9105883 -0.2841430 0.1992828 0.8397556 0.4688754 0.1568073
A+sd 0.7888608 -0.2625120 0.4604541 0.9192378 0.1912318 0.1471884
Brmn 0.8581642 -0.1517880 -0.4571810 0.3312685 0.9062566 0.1935466
Brsd 0.8658366 -0.1163580 -0.3475490 0.3933960 0.8199581 0.2385597
W 0.9216296 -0.3125500 0.0299027 0.7488098 0.6104728 0.1207866

Table 2: Correlation between variables and components (factor loadings)

correlations (positive and negative) only to the acceleration and braking. Apparently, the first
two principal components would give a good correlation with all the variables, however they can-
not provide any indication on differentiating the use of the acceleration or of the braking pedal.
By calculating the rotation of the principal components using the varimax method, we have
obtained the rotated components RC1, RC2, RC3, presented also in Table 2 [15, 16]. We can
now see a clear distinction between RC1 and RC2 in explaining the acceleration and breaking.
The third rotated component, RC3 will have a very good correlation with the speed variables,
similarly to PC2.

We further look in Figure 5 at the 2D and 3D scatterplots of the two principal components
and of the first two and three rotated components. In the first, 2D plot, we can clearly see the
drivers grouped in the six main groups by the cluster analysis. However, there is small overlap
between clusters 3 and 4, which is difficult to separate using only the first two components. The
second and third plots are made by using the rotated components: the 2D plot of the first 2
components does not separate easily the clusters; however, the 3D plot of all 3 components does
indeed separate the clusters well.

Figure 6: Scatterplots for data: a) PC1-PC2, b) RC1-RC2, c) RC1-RC2-RC3
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4.3 Data Interpretation

Based on the analysis of the first two principal components (PC1, PC2) and of their values
and correlations to the clusters, we can derive an interpretation (Table 3). Based on first principal
component (PC1), we can suggest 5 categories of "aggressiveness": from non-aggressive (drive
test D94) to a very aggressive (drive test D91). Using the second principal component (PC2), we
can further obtain two categories: a tendency to drive with high speed in the city, and a more
moderate speed driving.

By analyzing the three rotated components (RC1, RC2, RC3) and their values and correlation
to the clusters, we can suggest three intervals for each of the factors: (very) small (below 1.0 or
1.5), near zero-one (between -1.0 and 1.0), and large (above 1.0). Their interpretation is given
in Table 3. We combine the interpretations of the clusters, based on principal components and
rotated components into Table 4.

Component Values Interpretation (driving style) Clusters

PC1 (63.5%)

Very small (< -5) Non-aggressive 2
Small (-5 < -1) Somewhat non-aggressive 1

Between (-1 < 1) Neutral 4 5
Large (1 < 5) Moderately aggressive 3

Very large (> 5) Very aggressive 6

PC2 (21.0%) Negative Low-moderate speed 1 2 4 5 3
Pozitive Tendency to high speed 2 5 6

RC1 (34%)
Very small (< -2) Lower acceleration usage 2 5
Between (-1 < 1) Moderate acceleration usage 1 2 3 5

Large (> 1) Higher acceleration usage 4 6

RC2 (29%)
Very small (< -1.5) Smooth braking 1 5
Between (-1.5 < 1) Moderate braking 1 2 3 4 5

Large (> 1) Sudden braking 3 6

RC3 (29%)
Small (< -1) Tendency to lower speed 1 2

Between (-1 < 1) Moderate speed 1 2 3 4 5
Large (> 1) Tendency to high speed 5 6

Table 3: Interpretation by Principal Components and by Rotated Components

Cluster Test Aggressivity Speed Accelerating Braking
(PC1) (PC2,RC3) (RC1) (RC2)

1 Moderately low Low-Moderate Moderate Smooth-Moderate
2 D94 Very low Low-Moderate Low-Moderate Smooth-Moderate
3 Moderately high Moderate Moderate Sudden
4 Neutral Moderate High Moderate
5 Neutral Moderate-High Low-Moderate Moderate-Sudden
6 D91 High High High Sudden

Table 4: Interpretation of the Clusters

5 Conclusions and Future Work

Driving quality can be thought as the "combination of an energy saving driving style with
a behavior that is respectful of the environment (noise, pollution and safety) and of the vehicle
and is comfortable for the passengers as well" [3].

We are aware of the fact that many things affect drivers’ behavior, such as driving environment
(weather, road condition, day/night etc.), traffic context, driver’s particular condition (upset,
ill, tired, sleepless, distracted etc.), and, of course, driver’s individual characteristics (gender,
age, driving experience and frequency, annual mileage, familiarity and confidence with respect to
driving, personal attitude, etc.). Unfortunately, for the time being we have not been able to access
all that information for our set of drivers. The results of this work can be significantly improved by
taking into consideration, at least, some of these factors, which can be easily provided (individual
characteristics). To tackle other factors, such us the drivers state of mind is more difficult, but can
be done with the right technical solution (real-time computer vision analysis of video streams
from the driver and other sensors attached to the driver). Finally, there are some issues, as
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anxiety related to possible traffic accidents, which are very hard to assess objectively, from an
observer’s viewpoint, without having the drivers interviewed or questioned explicitly about those
matters. Though, the questionnaires-based studies may fall into the pitfall of answers from the
perspective of socially desirable behavior. Anyway, when the external factors such as traffic
situation or road environment have a smaller effect, "the driving behavior will be regulated more
by the driving style, which is one of the internal factors" [4].

The data analysis for this paper was generated using Version 9 of the SAS System. Copyright
2008 SAS Institute Inc., Cary, NC, USA [17].
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Abstract: This paper presents the design of a fuzzy control heuristic that can
be applied for modeling nonlinear dynamic systems using a fuzzy knowledge
representation. Nonlinear dynamic systems have been modeled traditionally
on the basis of connections between the subsystems that compose it. Never-
theless, this model design does not consider some of the following problems:
existing dynamics between the subsystems; order and priority of the connec-
tion between subsystems; degrees of influence or causality between subsystems;
particular state of each subsystem and state of the system on the basis of the
combination of the diverse states of the subsystems; positive or negative influ-
ences between subsystems. In this context, the main objective of this proposal
is to manage the whole system state by managing the state combination of the
subsystems involved. In the proposed design the diverse states of subsystems
at different levels are represented by a knowledge base matrix of fuzzy intervals
(KBMFI). This type of structure is a fuzzy hypercube that provides facilities
operations like: insert, delete, and switching. It also allows Boolean opera-
tions between different KBMFI and inferences. Each subsystem in a specific
level and its connectors are characterized by factors with fuzzy attributes rep-
resented by membership functions. Existing measures the degree of influence
among the different levels are obtained (negatives, positives). In addition, the
system state is determined based on the combination of the statements of the
subsystems (stable, oscillatory, attractor, chaos). It allows introducing the dy-
namic effects in the calculation of each output level. The control and search
of knowledge patterns are made by means of a fuzzy control heuristic. Finally,
an application to the co-ordination of the activities among different levels of
the operation of an underground mine is developed and discussed.
Keywords: Fuzzy Systems, Knowledge Representation, Heuristics, Nonlinear
Dynamic Systems.

1 Introduction

Organizations can be visualized as complex systems composed of various subsystems that
respond to different problems and have their own dynamics. This process in turn is recursive,
so each subsystem has a particular dynamics. Such is the case of Managements, Business Areas,
Departments, primary and support activities of the value chain, activities plans, besides many

Copyright c⃝ 2006-2010 by CCC Publications
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other systems and subsystems existing in the organization. Each subsystem is characterized by
its variables and by inputs that can alter its performance and its outputs, which are the inputs
of other subsystems, whose dependent effects are known only approximately. This constitutes
a situation of a set of highly dynamic subsystems and with clearly nonlinear characteristics.
Usually, these factors are not considered in the decision making processes.

It is clear that a universe of this kind is quite heterogeneous, dynamic, and growing. Also,
because of the nature of the stated problem, it must be considered that these subsystems rep-
resent inputs among themselves, giving the problem a high dose of parallelism. Insofar as these
subsystems serve as inputs among themselves, feedback is taking place continuously, making the
system’s dynamics difficult to control, predict, manage and administer [1]. It is also necessary
to take into account the increasing number of data, information and knowledge that current
systems must administer, in particular their adequate representation [9]. If we consider that the
problem of knowledge-based management and decision making must be carried out in organiza-
tions having these characteristics, then it is ever more important to support conceptual models
and tools adequate for the planning, management and control processes of this dynamics.

On the other hand, the representation knowledge is a fundamental component in any in-
telligent system that allows coding knowledge, objects, objectives, actions, and processes. The
scheme for the chosen representation of knowledge determines the reasoning process and its ef-
ficiency. Numerous studies on the representation of knowledge show that a representation can
be more adequate than another one for a particular case or it can be capable of covering a
greater number of cases [8]. The more traditional methods used are Semantic Networks, Frames,
Production Rules, Trees, and Bits Matrices. Cazorla et al. [3] suggest that knowledge can be
classified according to the specific application to be used that develops knowledge: procedural,
declarative, meta-knowledge, heuristic, or structural. However, the theory of diffuse sets pro-
posed by Zadeh [12], [13] allows the generation of knowledge representations that are closer to
the nature itself of what it is desired to represent.

The conceptual models of systems, their representation based on knowledge, and the tools
for supporting management and decision making must then consider in their design factors such
as high dynamism, parallelism, feedback, incompleteness, handling of uncertainty, nonlinearity,
vagueness, qualitative definitions and behaviors, personal opinions, etc. Along this line, some
authors [1], [16], [15] make a profound development of various concepts such as fuzzy function
approximations, chaos and fuzzy control, and processing of fuzzy signals. However, his greatest
contribution refers to the calculation and representation of knowledge by means of fuzzy cubes
and fuzzy cognitive maps. McNeill [6] also works with fuzzy theory as a means of representing
environments with uncertainty usually characterized by their nonlinearity. Welstead, on the other
hand, supported by one of Kosko’s results [11] suggests that fuzzy rules can be represented by one
or more fuzzy associative memory matrices (FAM); combining the above with genetic algorithms
he proposes a model to approach prediction problems. They also use fuzzy representations
centered mainly on the interaction of fuzzy theory, neural networks, and genetic algorithms,
supporting a new line of work known as Computational Intelligence. Tsoukalas [10] is more
centered on the interaction and creation of fuzzy theory and neural network hybrids. To approach
these kinds of problems, models are designed making use mainly of causal diagrams or knowledge
maps with a series of nodes that would represent the concepts that are relevant to the system,
and links between them that show the causal relation (influence) between concepts. In this
context, the objective of this paper is to make a study and analysis that will allow modeling
some types of dynamic systems, representing knowledge by means of a knowledge base matrix
of fuzzy intervals and fuzzy cognitive maps [4], [14] and [15] with the purpose of achieving their
categorization and fuzzy weight, as well as the levels of incidence in other subsystems, in this
way characterizing the complete system with its levels of fuzzy incidence [5], [10].
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2 Modeling of the Diffuse Knowledge Base Matrix

In this proposal each of the map’s concepts corresponds to a fuzzy set, and it is specifically
a particular Knowledge Base Matrix of Fuzzy Intervals (KBMFI). The connections between
concepts will have an associated value in the [-1,1] range that represents the degree of influence
of a (KBMFI) node on another. If the value is positive, it indicates that an increase on the
evidence of the origin concept increases the meaning, the evidence or the truth value of the
destination concept. If it is negative, an increase of the evidence of the source causes a decrease
of that of destination. If the value is 0, there is no connection, and no causal relation.

In this way it is possible to get blurred cognitive maps from the opinion of one or various
experts on the relations between some aspects of the evaluation process of a hypothetical case.
Also, the clear recursiveness involved in these types of systems is considered, and a vision of
granularity is proposed that allows overcoming the various levels of abstraction subjacent in
the dissimilar subsystems. On the other hand, internally each subsystem can be represented by
KBMFIs, allowing their incidence weight to be obtained with respect to other subsystems and
at the same time represent their particular behavior.

Definition 1. Let X be a classical set of objects, called the universe. Belonging to a subset A
of X can be defined in terms of the characteristic function:

µA : X −→ [0, 1] x −→ µA(x) (1)

where:

µA(x) =

{
1 x ∈ A

0 x ̸∈ A

If the evaluation set 0, 1 is extended to the real interval [0,1], then it is possible to talk about
the partial belonging in A, where µA(x) is the degree of belonging of x in A, and the values 0
and 1 are interpreted as "non-belonging" and "total belonging", respectively.

Clearly, A is a subset of x, which has no defined boundaries. This leads to the following
definition.

Definition 2. Let X be an object’s space. A fuzzy set A of X is characterized by the set of pairs:

A = {(x, µA(x))/x ∈ X} where µA : X −→ [0, 1] (2)

The fuzzy concept proposed by Zadeh [11] is based on the fact of allowing the partial belonging
in a set for certain elements of a given universe.

Definition 3. A fuzzy hypercube can be considered as a unit hypercube, i.e., a hypercube
In = [0, 1]n. The n fuzzy cube has two vertices or binary subsets.

A fuzzy cube contains all the fuzzy sets of a set X of n objects. The non-fuzzy sets are found
at the vertices of the cube. The continuum of fuzzy sets is in the cube.

Definition 4. Knowledge Base Matrix of Fuzzy Intervals (KBMFI) means the hypercube that
is constituted by the various knowledge E1, E2, E3, ..., En, relative to a domain of knowledge,
considering also the different weight or importance that each of them has in the particular
domain.

The KBMFI is a fuzzy hypercube where E1, E2, ..., En, represent the various contingencies or
characteristics of the area under discussion, according to the opinion of the experts. Ej, with
j = 1, 2, ..., n, do not necessarily have the same relevance or weight, they can be in particular
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fuzzy frames consisting of S1, ..., Sm, where S1, S2, ..., Sm, are the possible factors, not necessarily
disjoint, such that each characteristic Ei can be expressed by means of some particular union of
S1, S2, ..., Sm factors. Now the particular determination of each Ei through its particular factors
S1, S2, ..., Sm, model systems composed of a range of nodes N1,N2, ..., Nn, continually influencing
each other if and where the incidence of one with respect to others is completely dynamic. In
particular, this outlines a vision of dynamic nonlinear systems which in similar but not equal
versions are seen as causality maps.

If the map is adjusted to the opinions of several experts, one would have to get the assessments
of all of them and therefore establish the definitive values associated with the causality relations.
It must be noted that in general the causalities mentioned by the experts with respect to the
various influences exerted by the nodes of the maps are more attributable to qualitative than
quantitative concepts.

As already stated, nonlinear dynamic systems involve nonlinear and feedback behaviors. In
these systems the output of a process or node is used as input for the following node or iteration,
and the output of this can again be the input of the same previous node, i.e., self-recurrent
behaviors. This behavior corresponds to the following equation:

f(x0) =


Xn−1

Xn

Xn+1

Assuming that the following situation occurs when modeling the system: x1, x2, x3, ..., xn.

Definition 5. Let x0 be an arbitrary starting node, then the above sequence is called the
Trajectory.

Considering these definitions, several behaviors can occur, such as, for example: fixed points;
periodic trajectories; behaviors given by attractor nodes, and chaos.

3 Case Study

The case study corresponds to the situation of an underground mine which has three levels:
Production Level, Reduction Level, and Transport Level. The problem consists in "providing
support to activity scheduling management". The problem consists in "providing support to
activity scheduling management" [2]. The total system shown by Figure 1 consists of these three
subsystems and the dynamics that exists between them. This situation is denoted as Level 1.

Figure 1: Production, Reduction and Transport Levels.
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N1: Production Level considers N11,N12,N13, as subsystems; N2: Reduction Level considers
N21, N22, as subsystems; N3: Transport Level considers no subsystems.

Looking at it at a more particular abstraction level, Level 2 appears, as shown in Figure 2.
From the particular situation shown, in Figure 1 it is seen that: N1 influences N2 negatively and
N3 positively, N2 influences N1 and N3 positively, N3 influences N2 negatively and N3 positively.

However, Figure 2 shows that the information obtained at Level 1 of abstraction of the
system does not have the sensitivity or reliability that is obtained at Level 2 of abstraction,
whose granularity or disaggregation is slightly higher.

Figure 2: Diagram of influence at the different levels.

If both levels are confronted, it may be incorrectly deduced that apparently contradictory
information is obtained. For example, if we look at Level 1 and Level 2 for the case of N3

with N2, at Level 1 it was stated that N3 influences N2 negatively, but at Level 2 it could be
concluded that both have the opposite influence, N31 influences N22 negatively and N21 influences
N31 positively. This apparent contradiction can be explained, for example, by saying that when
production at the Reduction Level decreases, there is less pressure on the demand for trains or
cars, and on the other hand, if there is not sufficient transport from N31 there is an impact due
to accumulation of material at the Reduction Level, which is considered a negative influence.
Then the question is, which of the two situations has greater incidence weight? According to
Figure 3, and only as an example, it can be stated that the negative impact from N31 to N22 is
greater than the influence of N22 on N31.

The main observations to the system are: it is clear that it is a Dynamic Fuzzy System. In
turn, every Ni is a Dynamic Fuzzy Subsystem. The connections between the various Ni are
fuzzy. These connections can be positive or negative. If positive, Ni influences positively on Nj.
If negative, Ni influences negatively on Nj.

4 Design and Implementation of the KBMFI Matrix

Going more deeply into Table 1, the experts draw these KBMFI as causal tables. They do
not state equations, but make links between subsystems. The KBMFI systems convert each
pictograph into a Fuzzy Rules Weight Matrix. The nodes of the KBMFI can model the complex
nonlinearities between the input and output nodes. The KBMFI can model the dynamics that
occur in the multiple iterations that take place in these dynamic systems.

The KBMFIs with N nodes have Nn arcs. Since Ni(t) nodes are fuzzy concepts, their values
∈ [0, 1]; a state of a KBMFI is the Ni(t) = (N1(t),N2(t), ...,Nn(t)) vector, so it is a point of the
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hypercube In = [0, 1]n.
An inference in a KBMFI is a road or sequence of points in In, i.e., it is a fuzzy process or

an indexed family of fuzzy sets N(t). It is clearly seen that the KBMFIs can perform "forward
chaining," and whether they can perform "backward chaining" (nonlinearity inverse causality) is
an open question. The KBMFIs form, as nonlinear dynamic systems, Semantic Fuzzy Networks
and act as neural networks. The KBMFIs can converge to a fixed point, to a limited cycle, that
can be a stable or oscillating state or a chaotic attractor in the fuzzy cube In. In this context,
one of the basic questions to be answered is: what happens if the input to the (KBMFI) system
is known? In this sense, each KBMFI stores a set of global rules of the form:

IF N(0) THEN attractor A (3)

A KBMFI with a single fixed global point has only one global rule. The size of the attractor
regions in the fuzzy cube governs the number of these global regions or hidden patterns. The
KBMFIs can have large and small attractor regions in In, each of them with a different degree of
complexity. Therefore an input state can lead to chaos and a relatively close input state can end
up in a fixed point or limited cycle or a stable state. Since the KBMFIs correspond to a Semantic
Fuzzy Network structure, it is possible to associate a matrix M. This matrix lists the causal links
between Ni nodes. As an example, if it is considered again the case described by Figure 2, the
corresponding KBMFI is presented where a row is the incidence of Ni on Nj; columns are nodes
influence Ni and α,β, γ, δ, η, τ, are values. Fuzzy function: [little,moreorless,much, etc.].

N11 N12 N13 N21 N22 N31

N11 0 −αµ +αµ 0 0 +αµ

N12 0 0 0 +βµ 0 0
N13 +γµ 0 0 0 −γµ 0
N21 0 −ηµ −ηµ 0 −ηµ 0
N22 +δµ 0 0 0 0 +δµ

N31 +τµ 0 0 0 −τµ 0

The proposed model is decomposed in diverse abstraction levels and at each level is repre-
sented by a corresponding KBMFI. Initially, observing Figure 2, the Abstraction Level 0 appears.
Only the influence shapes are observed. A Node Ni can influence positively or negatively to the
Node Nj. Abstraction Level 0 appears:

N1 N2 N3

N1 0 - +
N2 + 0 -
N3 + - 0

Experts are asked to qualify the degree of influence between: µ = [nothing, irrelevant, few,
influence, regular, alter, a lot, very much, so much] as shown in the Incidence Graphic of Figure
3.

Applying the incidence graphic, a second level of abstraction 01 is obtained:

N1 N2 N3

N1 0 −µ +µ

N2 +µ 0 −µ

N3 +µ −µ 0

It is observed that the degree of incidence between a node Ni with a node Nj, this means
that it exists a bigger degree of specificity (granulation) between them. This enhancement of
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Figure 3: Incidence Graphic.

specificity is explicit in the following level, it exist a "slot" between Ni with Nj. In this case
different situations are denoted: N1 influences in a negative way to N2; N1 influences in a positive
way to N3; N2 influences in a positive way to N1; N2 influences in a negative way to N3; N3

influences in a positive way to N1; N3 influences in a negative way to N2.
If it is considered that a Node Ni can be decomposed in Ni1, Ni2, ..., Nik, in where those Nim,

m = 1, 2, ..., k, with a particular dynamic conforms a Ni, the situation in the analyzed case is as
follows:

N1 = (N11,N12,N13); at Level 0; Node or Subsystem N1.

N1 at Level 01, Node or Subsystem N1i is defined by:

N11 N12 N13

N11 0 - +
N12 0 0 0
N13 + 0 0

N1 at Level 011 is defined by:

N11 N12 N13

N11 0 −αµ +αµ

N12 0 0 0
N13 +αµ 0 0

N2 = N21,N22; at Level 0; Node or Subsystem N2.

N2 at Level 01, Node or Subsystem N2i is defined by:

N21 N22

N21 0 -
N22 0 0

N2 at Level 011 is defined by:
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N21 N22

N21 0 −ηµ

N22 0 0

Applying the same procedure to node N3 and it is only characterized by N31, N3 at Level
011 is defined by:

N31

N31 0

At this point only the fuzzy subsystem cohesion is developed. So, it is necessary to visualize
what it happens with the external dynamic between subsystems, in order to obtain the fuzzy
matching inter systems. Continuing with the fuzzy cohesion procedure, links between nodes N1,
N2 and N3, at Level 0 by Nodes are obtained:

N1 N2 N3

N1 0 - +

At Level 01 by Node N1:

N1 N2 N3

N1 0 −αµ +αµ

At Level 011 by Node N1:

N1 N21 N22 N31

N11 0 0 0 +αµ

At Level 02 by Node N1:

N1 N21 N22 N31

N11 0 +βµ 0 0

In this way, influences are obtained allowing the fuzzy matching.

5 Heuristic Control for the KBMFI

Each Ni level has Fij factors that determine it, with i = 1, 2, 3; j = 1, 2, ...,m. Table 1 shows
relevant characteristics, factors, attributes and fuzzy functions at Production Level.

Table 2 shows relevant factors, attributes and fuzzy functions at Production Level.
Each Fij factor has Aijs attributes that determine it, where i = 1, 2, 3; j = 1, 2, ...,m; s =

1, 2, ..., k (see Table 1).
Each Aijs has attribute metrics associated with its nature. These metrics are functions of

fuzzy membership (see Table 2).
For the above points, it is possible to state that the degrees of influence (negative or positive)

that exist between the various levels can be measured, allowing the calculation of the existing
dynamics of the system to achieve an Intelligent Fuzzy Control with the purpose of keeping the
system in a desirable state (stable).
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CHARACTERISTICS OF LEVEL
1 (PRODUCTION)

ATTRIBUTES (Metrics or fuzzy functions
Table 1.1)

Fuzzy Functions
FACTORS 1 Rel. Card. (CRC) 1 2 3 4 5 6 7 8 9

1. Number of workmen present
2. Drilling, agents, and resources
3. Blasting, agents and resources
4. Technologies involved
5. Number of equipments
6. Lectures

Relative cardinality of Level 1 (CRN1)

Table 1: Relevant characteristics of Level 1 at Production Level.

6 Heuristic

The proposed heuristic consists of the following stages:

Stage 1: Obtaining the Fij factors of each level Ni.

Stage 2: Obtaining the Aijs attributes of each Fij factor.

Stage 3: Determining the metrics associated with each Aijs attribute, i.e., determining the
fuzzy membership functions for each Aijs.

Stage 4: Determining the "formula" that corresponds to each Fij from the Aijs, for example:

Fij = λ1Aij1⊕ λ2Aij2⊕ ...⊕ λkAijk (4)

where ⊕ is the operator to be determined (=>,∨,∪, etc.) and
∑

λk = 1.

Stage 5: Determining Ni from the Fij, for example:

Ni = λ1Fi1 ⊕ λ2Fi2 ⊕ ... oplusλmFim (5)

where ⊕ is the operator to be determined (=>,∨,∪, etc.) and
∑

λm = 1.
Note that the output of all Nj must be between 0 and 1.

Stage 6: Determining whether the "influence" of the output of Ni to other levels is negative
or positive.

Stage 7: Recalculating the Nt output, with its internal values, considering the influence ex-
erted on it by the recursive dynamics of the nodes Ni at Stages 1, 2,..., 5.

Stage 8: Determining the output of Nt, input of Nl, and determining whether we feed Nl

or Ni, and specifying the times. Note that in this step we distinguish between what influences
what, or we make a push, we make a pull, or both at the same time, with a delay of one with
respect to the other, etc.
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FACTORS AND ATTRIBUTES FUZZY FUNCTIONS
PROJECT SYSTEM

1. Number of workmen present.
(Decision making complexity).
1.1 Number of engineers. µ1

1(x) = 1− 25−x
25

10 ≤ x ≤ 25

1.2 Number of technicians. µ1
2(x) = 1−

(
75−x
75

)2
30 ≤ x ≤ 75

1.3 Number of miners. µ1
3(x) = 1−

(
150−x
150

)2
60 ≤ x ≤ 150

1.4 Number of equipments µ1
4(x) = 1− 30−x

30
12 ≤ x ≤ 30

x = amount of engineers, miners, ...

2. Drilling, agents and resources. For evaluating this characteristic, first the predominant fac-
tor must be identified and then the calculation can be made.
For example, if x = 25 or 30 or 90 or 21, for respective:

2.1 Planned drillings. µ1
i : µ

1
1(25) = 1;µ1

2(30) = 0.64;µ1
3(90) = 0.84;µ1

4(21) = 0.91

2.2 Direct agents involved. µ2
1(x) = 1−

√
50−x
50

20 ≤ x ≤ 50

2.3 Indirect agents involved. µ2
2,3(x) = 1−

(
15−x
30

)3
6 ≤ x ≤ 15

Table 2: Factors, attributes and fuzzy functions at Production Level.

7 Conclusions and Future Works

The work done in the paper allows the characterization of a complex system through sub-
systems considering the dynamics and the incidence of each subsystem on the others. From the
display of the complexity of the system and subsystems, the KBMFI is constructed, which allows
an adequate representation of diffuse knowledge and the dynamics associated with the system.
A fuzzy control heuristic is also designed that allows managing the KBMFI.

In the case of the planning of mining operations, the KBMFI and the associated heuristic
allow the evaluation of the impact of the incidence of various factors such as reduction of the
number of planned workers in a shift, faults in Load Haul and Dump LHD equipment, rock
breakers, shafts, and trains, among others.

If someone is considering developing software from this proposal, it should be kept in mind
that in the tool there should be an agent module that is informed (alert) of the acceptable critical
values for each node, so that this node does not alter acceptable states (experts) of the nodes
with which it interacts. In such case the agent must learn about the acceptable critical values,
know and learn preventive measures; know and learn mitigation measures, and know and learn
corrective measures.
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Abstract: This work tackles the problem of providing a mechanism and in-
frastructure for allowing a given Multiagent System (MAS) to become open,
allowing the incorporation of newly incoming agents to participate within the
existing society. For this, a conceptual analysis of the so-called conciliation
problem is presented, covering the diverse levels and issues involved in such a
process. Our Dynamic Incorporation Architecture is presented, which imple-
ments an infrastructure for allowing the participation of external agents into a
specific multiagent system by incorporating the appropriate behaviours upon
arrival. Our multiagent architecture for dynamic incorporation covers three
levels: semantics, communication and interaction and has been applyed in a
book-trading e-market scenario.
Keywords: Multiagent System, Dynamic Incorporation Architecture, Open
Agent Systems, PASSI.

1 Introduction

Software agents are defined as autonomous entities capable of flexible behavior denoted by
reactiveness, pro-activeness and social ability [1]. Multiagent systems (MAS) consist of diverse
agents that communicate and coordinate generating synergy to pursue a common goal. At
present, Multiagent Systems (MAS) raises as a key paradigm for the development of next gener-
ation software systems which are required to be distributed, intelligent (autonomous, proactive),
open and dynamic. While much work has been done by the research community in solving dis-
tribution and intelligence issues, little effort has been devoted to openness and dynamicity under
MAS settings.

In the medium-to-long-term future we will see open multi-agent systems spanning multi-
ple application domains, and involving heterogeneous participants developed by diverse design
teams. Agents seeking to participate in these systems will be able to incorporate and learn the
appropriate behavior for participation in the course of doing so, rather than having to prove
adherence before entry (as happens today) [2].

However, up to now agent systems typically center on closed agent systems with ad-hoc
designs and predefined communications protocols. In recent years, agent systems have evolved
to the use of agreed protocols and languages thanks to a huge standardization effort (FIPA,
OMG, W3C). Nowadays agent system openness is limited to the participation of any agent able
to satisfy publicly-advertised standards. Moreover, typically communication protocols, languages

Copyright c⃝ 2006-2010 by CCC Publications
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(ACLs) and domain knowledge model (ontology) are defined by the design team prior to any
agent interactions. Therefore much work needs to be done for the above scenario to become true.

The current work presents a conceptual analysis of the so-called conciliation problem for then
presenting the design of a multiagent architecture devoted to facilitate the dynamic participation
of external agents into a specific multiagent system by incorporating the appropriate behavior
upon arrival. A book-trade e-market has been used as study case to validate the multiagent
implementation. This work gives continuity to our previous research in [4] [5].

2 Related Work

Relevant research has been developed around coalition formation; the process to form a group
of agents and solve a problem via cooperation [4], some works on Dynamic Coalition Formation
(DCF) [5] tackle the issue of dynamically building beneficial coalitions (coalition algorithms)
among agents that can cope with environmental changes without restarting the negotiation
process.

However, at present coalition formation for virtual organizations is limited, with such organi-
zations being largely static. All of the existing work has been devoted to optimizing for a given
agent, the decision of when to participate or not in a coalition (conformation/disband) but not in
providing an infrastructure supporting such dynamic coalition conformations and their agents’
heterogeneities.

The novelty of our work relies on 1) presenting a conceptual approach for conciliating agents’
heterogeneities under an open MAS setting 2) present a solution based in dynamic behavior
loading rather than in a mediated-architecture approach and 3) implementing a solution that
solves heterogeneities at two levels: semantics and interaction (behavior) while leaving the im-
plementation of the communication level (related services and conciliation)as further work.

3 The Three Conciliation Levels

For the Dynamic formation of agent systems to become true, a set of diverse issues need to
be solved first. This concern: 1) The mechanism needed to provide the incorporation of a foreign
agent to the society (agent system), 2) The ways to allow the agent to incorporate upon-arrival
the society common knowledge (ontology) in order to interact, and 3) The means allowing the
foreign agent to learn or incorporate upon-arrival the communication protocols and languages
used by the society (AIPs [6], ACLs [7], etc) and the inherent business model.

Each of the above issues regards a different aspect of the communication infrastructure used
by the agent society to interact and each one is covered by different areas of informatics and
computer science. In general terms, the problem of conciliating the existing divergences on
the communication capabilities of the entering agent and the existing society can be organized
into three levels: firstly, the interaction level, involving the diverse agent interaction protocols
(AIP’s) to formalize the conversations among agents. Then the communication level, tackling
the heterogeneinity at message level, that is, the protocol and language used on the messages.
Finally, the semantic level, conciliating the possible divergences on the symbols used in the
messages and the underlying knowledge models of the new agent and the MAS society. Each of
these is further explained in the following.

3.1 Interaction Level

The highest level is the interaction one, tackling the conversations among pair of agents
through agent interaction protocols (AIP’s) that specify the underlying coordination / coopera-
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tion mechanism. Examples can be the contract-net protocol (CNP) [11], the different auctions
(e.g. English, Dutch, Vickrey, etc.), tuple-based negotiations, among others. These specific pro-
tocols are grounded into interaction diagrams that specify the roles of the participants and the
expected messages to be sent and received under which conditions. In practical terms, the new
agent will need to incorporate the behavior needed to perform a certain role within the MAS
society. For example, turning back to the cooper e-market, the new agent will need to add or
load the manager role for initiating a contract-net, which will allow him to make the call for
proposals, evaluate and select the best proposal and award it. All these tasks will need to be
incorporated at run-time by simply instantiating the corresponding behavior classes and adding
it to the agent.

By having this solve, the agent will still need to understand the parameters required by
each of the tasks it has loaded, moving us to the semantic level. Other alternative is to have
the agent with the correct interaction protocol and role (e.g. manager of a contract-net) but
have divergences on the message format or language used in the content, moving us to the
Communication level. Both are described below.

3.2 Communication Level

Nowadays agent systems do use communication protocols of their choice that define the
message structure or syntax and language used to express the content of the message. Examples
of such can be FIPA ACL [8], KQML, an ad-hoc XML-based message envelope, or even the
simple but effective concatenization of the different data in an specific order (e.g such as in low-
level protocols). It can happen that the new agent does know the FIPA ACL Message format but
not the Prolog language used in the content of the message or can do not know both. Now when
considering the newly incoming agent, how can we enable the incorporation of those message
formats and content language upon entry?

One scenario is when the new agent has already the adequate roles and behavior to interact
(interaction level) but with a message format and content language that is different from the ones
used within the agent society. In this case, a mediation service can be provided, by establishing
the mapping of the different slots used on the two message formats. A more efficient approach
is the use of a meta-format (meta-ontology for communication) used as message interchange
format [9]. In this way each new format must provide its mapping to the meta-format and
vice-versa instead of providing its mapping to all the other existing formats.

Other scenario is when the new agent does not have incorporated the interaction role nor the
corresponding behaviors. In this case are directly adopted the format for messages and language
used by the society when incorporating the behaviors, that is, when solving the problems at
interaction level.

3.3 Semantic Level

Existing coordination strategies rely on standard interaction and communication protocols,
assuming that all participants (agents) understand the shared domain knowledge usually mod-
elled in terms of an ontology. This assumption is no longer valid in open systems in which an
incoming agent (usually developed by another party and in another moment) needs to interact
with a certain agent society to obtain some service (pursuing a specific goal) and does not know
in advance such domain knowledge used to interact. Some questions to answer are: How can the
agent request or get that ontology from the agent society and process it or understand it? or
how can the agent society provide the incoming agent with all the required knowledge.

The basic problem here is how to conceal the concepts of the new agent with regard to the
ones used by the society. Therefore the entering agent will need to be provided by a service
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capable of aligning his knowledge models with the one of the MAS society, requiring ontology
alignment and mapping techniques to solve it.

4 Dynamic Participation Architecture

This project used PASSI (Process for Agent Societies Specification and Implementation) as
methodology of development, which uses UML as modelling language. For a detailed description
please refer to [3]. Figure 1 Shows our conceived solution in terms of the conciliation levels
described before.

Figure 1: The 3-Tier architecture for conciliation

Firstly, the Foreign Agent (FA) is the one that wants to participate in a specific MAS to which
it does not belong beforehand, thus requiring a conciliation process. A Coordinator manages
the diverse steps in the agent incorporation from the initial request until the agent is ready
to start interacting within the MAS society. Another type of agent is the Mediator, existing
one for tackling each of the three levels of possible divergences (semantic, communication and
interaction). In the first two cases, each one will have subscribed a set of Translator agents
providing specific bridging services among a couple of ontologies, or a pair of message formats in
correspondence with the level. In the case of the Interaction Mediator, it will be having associated
a set of Behavior-Provider agents, each one containing the code for the roles in diverse interaction
protocols (e.g. manager/bidder in Contract Net, auctioneer/auctionee in Auctions, etc.).

The Figure 2 shows when a new agent requests incorporation to the Book-trading MAS. For
this, the FA agent sends a conciliation request to the Coordinator containing: the MAS domain
name to which the FA wants to contact (Booktrading in our case); the identifier of the message
protocol that the FA has; the ID of ontology that the FA knows; and the role name that the FA
wants to perform within the Book-trading MAS. Such request is evaluated by the Coordinator
checking whether if the FA needs conciliation services at any of the three considered levels; be
provided with appropriate behaviors to participate (interaction), message-protocol translators
(communication) and ontology translators (semantic). for this it compares the protocols and
semantics used by the agent and by the domain MAS searching for heterogeneities.

The coordinator derivates to the Interaction Mediator the search for the requested role and
related coded-behaviors. On its turn, the mediator contacts specific Behavior providers following
the Contract-Net Protocol [11]. A similar process is carried out for the Communication Mediator
and Semantic Mediator. In the first case, the Coordinator sends the ID of the message protocol
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Figure 2: Scenario showing when a Foreign Agent requests a conciliation

used by the FA and the domain MAS, while in the second, sends the ontologies ID of the
domain MAS and FA. In all three cases what is received is a list of possible providers and their
proposals(bids), as the Coordinator is the one incharge of selecting the final providers, composing
the Work Team and announcing it to the FA.

For selecting the appropriate members of the Work Team, the Coordinator should consider
diverse aspects such as the cost, quality of service, reliability, etc. of each candidate according
to its utility function. On its actual form, the Coordinator selects the providers based on the
cost of each service. More variables within the objective function together with other selection
schemas (e.g. foreign agent selection or a mixed approach) remains a matter of future work.

The conciliation process may result in the need of services with any combination of the three
levels or even require no services in case of a perfect match. In this way, the Coordinator has the
responsibility of structuring an appropriate Work Team for the FA. Usually, the Coordinator will
select an OntologyTranslator (OT), a MessageTranslator (MT), and a BehaviorProvider (BP)
agent.

It is important to mention that each role that the FA agent wants to perform needs a specific
Work Team, therefore are tackled as different conciliation requests. However, nothing prevents a
service provider of participating in diverse work teams, even for a same foreign agent. Together
with requesting and selecting an appropriate work team for the Foreign Agent, another important
process is the actual enforcement of those services. In practical terms, this means sending the
behaviors from the provider to the FA, plus the possible translation services at communication
and semantic level that could be needed.

The Figure 3 shows the services’ enforcement, beginning with the Foreign Agent which de-
composes the received working team. It gets the behaviors from the selected Behavior Provider
while obtaining the corresponding codecs from the Message and Ontology Translators. Upon re-
ceiving the behaviors that compose the role, the FA takes the list of parameters required by the
behaviors to work and translates it with the Ontology codec. This codec translates the concepts
from the domain-MAs ontology to the FA ontology. In this way, the FA can map the values of
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Figure 3: Scenario showing a Foreign Agent in the Contract enforcing process

the behavior parameters with its own attributes and provide the necessary arguments to them.
On its turn, the communication codec is used to translate all the inbound/outbound messages
among the message protocols used inside the behavior and by the domain MAS.

Regarding the Work Team composition, in a most general case we will be having several
ways of composing types of BPs, CMs and STs to conciliate a same FA-to-target-MAS situation.
However, due to the combinatorial character of the problem a simplification has been made
considering only one possible combination of providers’ types. Furthermore, the FA will usually
need conciliation at two levels: the interaction and semantics, as usually the behaviors provided
will already use the communication protocols employed by the target MAS.

5 Book-Trading Scenario

The study case is based on the well-known book trading MAS environment in which Seller and
Buyer agents pursue their goals through the Contract-Net Protocol (CNP) [11]. The book-trading
example included in the JADE development has been used as baseline. Buyer agents initiate
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Figure 4: Performance comparison of the mediation-based and conciliation-based architectures

the interaction with a call-for-bids, adopting the Manager role of the CNP. The call includes
the book title the buyer is looking for. On the other side, Seller agents assume as potential
contractors, processing the calls and making bids for the requested title. In our implementation,
the seller looks in its database for the title and sends a bid in case of having stock. The price
within the bid is specific for each Seller. The buyer collects the answers and selects the cheapest
one.

5.1 Experiments and Results

The objective of the study case was to prove the feasibility of our Dynamic Participation
Architecture and evaluate the associated costs mainly in terms of performance. For this, the
experiments focused in comparing a traditional book-trading market (as the one above) with a
mediation-based approach and with our proposal. In the first case, Buyers and Sellers interact
through a Mediator agent while in the last case, buyer agents correspond to Foreign Agents
willing to dynamically participate in the book-trading MAS by adopting upon arrival the required
behavior. In this particular case, the role requested for conciliation is manager of the CNP with
its diverse tasks (e.g. call for proposal, bid selection, task awarding, etc.)

The test scenario has been generated through a random generation of book requests from a
list of 30 titles. The number of sellers has been fixed to 10, each of which has one unit of each
book in the list at a price that distributes uniformly U[50, 120]. A total of 10 sets of 100 requests
has been generated. The simulation considers a main agent devoted to managing the creation
of buyer agents, seller agents and the MAS for dynamic participation. The generation and
arrival of buyer agents follows a Poisson distribution, hence the time between arrivals distributes
Exponential, E(λ), with λ = 2 in terms of requests per second.

For more details on the architecture design and PASSI-UML diagrams please refer to [5].
Regarding the considered distributed environment, the simulations were carried out over PCs
with Intel Pentium 4 of 2 GHz. with 256 MB Ram, connected through a 10/100 Mb. Router.

Figure 4 shows the service mean times for the 10 datasets, measuring the time required for the
Buyer agents to buy their books within the book-trading e-market. For our conciliated approach,
the graph shows the time spent for the contract-enforcing part only. The time spent in the first
part of the process (obtaining a Working Team) was around 6 seconds. The mediated approach
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does not consider the time spent in looking for a mediator as it already knows it. These two
aspects were not considered in the comparison as a roaming agent will usually carry out many
transactions with the same MAS before leaving, hence these initial processes happens only once.
In [4] a comparison of a typical closed contract-net-based MAS and our proposal is presented.

6 Conclusions and Future Works

An agent-based software architecture for allowing the dynamic participation of Foreign Agents
into an existing MAS has been described. Additionally, an implementation has been carried out
under the book-trading domain giving an insight on the viability of the proposal. The use of a
mechanism based on dynamic behavior loading (conciliating differences at communication and
semantic levels) raises as a feasible approach for obtaining an open MAS system.

Further work considers: extending to other levels of conciliation (e.g. communication protocol
stack), different ways of services’ delivery (e.g. codec, mediation, tuple-based) and applying our
solution to other application domains such as transportation, robotics and supply-chain.
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Abstract: One of the key challenges of the Sustainable Development Strat-
egy adopted by the European Council in 2006 is related to public health whose
general objective envisages a good level of public health. One of the specific
targets includes better treatments of diseases. It is true that there are affections
which by their nature do not endanger the life of a person, however they may
have a negative impact on her/his life standard. Various language or speech
disorders are part of this category, but if they are discovered and treated in
due time, they can be often corrected. The difficulty for researchers and ther-
apists is to identify those children who have disorders that show a wide range
of issues that cannot be solved spontaneously or which may lead to further
significant deficiencies. Information technology in the latest years was used
by specialists in order to assist and supervise speech disorder therapy. Conse-
quently they have collected a considerable volume of data about the personal
or familial anamnesis, regarding various disorders or regarding the process of
personalized therapies. These data can be used in data mining processes that
aim to discover interesting patterns which can help the design and adaptation
of different therapies in order to obtain the best results in conditions of maxi-
mum efficiency. The aim of this paper is to present the Logo-DM system. This
is a data mining system that can be associated with TERAPERS system in
order to use the data from its database as a source for analysis and to provide
new information based on an improved system of therapy. Through the use
of appropriate techniques of data mining Logo-DM realizes predictions on the
evolution and the final status of patients undergoing therapy and enriches the
knowledge data of expert system embedded in TERAPERS.
Keywords: personalized therapy, data mining, classification, clustering, as-
sociations rules.

1 Introduction

Various forms of speech disorders affect an important percent of people. There are affections
which, by their nature, do not endanger the life of a person, however may have a negative
impact on her/his life standard. Discovered and treated in due time, they can be corrected, most
often during childhood. The use of information technology in order to assist and supervise speech
disorder ther-apy allows specialists to collect a considerable volume of data about the personal or
familial anam-nesis, regarding various disorders or regarding the process of personalized therapy.

Copyright c⃝ 2006-2010 by CCC Publications
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Even if these data can provide plenty of statistical information little useful knowledge can be
obtained from it. In order to get such useful knowledge it is necessary to discover patterns in the
data regarding the common characteristics of children with different types of diagnosis, about
the connection between antecedents, personal and family behaviour and evolution of the child,
or on the connection between the anamnesis and the response to different types of treatments or
to different phases of the therapeutic process. These patterns are used to establish such a future
strategy so as to maximize the benefits of the therapy and to minimize the costs.

What are the speech disorders? A speech disorder is a problem with fluency, voice, and/or
how a person utters speech sounds. Classifying speech into normal and disorder is complex
because the statistics points out that only 5% to 10% of the population has a completely normal
manner of speaking, all others suffer from one disorder or another. The most common speech
disorders are: stuttering, cluttering, voice disorders, dysartria and speech sound disorders. The
speech disorder therapy should begin as soon as possible. Children enrolled in therapy early in
their development (younger than 5 years) tend to have better outcomes than those who begin
therapy later. During the therapy, speech therapists use a variety of strategies including: oral
motor or feeding therapy, articu-lation therapy and language intervention activities [2]. During
the language intervention activities the therapist will interact with a child by playing and talking.
He may use pictures, books, objects, or ongoing events to stimulate language development. The
therapist may also model correct pro-nunciation and use repetition exercises to build speech and
language skills.

In the area of speech disorders there are some European projects developed as part of the EU
Quality of Life and Management of Living Resources program, like: OLP (Ortho-Logo-Paedia)
pro-ject [8], STAR - Speech Training, Assessment, and Remediation [12] [19], Speechviewer III
developed by IBM [11] or ARTUR (Articulation Tutor) [17] [18]. Currently, the priorities at the
international level focus on the development of information systems that can provide a person-
alised therapy. At the national level, little research has been conducted on the therapy of speech
impairments [13]. TERAPERS project [1] [2], developed with the financial support granted by
the National Agency for Scientific Research, contract ref. no. 56-CEEX-II03/27.07.2006 by the
Research Center for Computer Science in the University "Stefan cel Mare" of Suceava, aims to
assist and support the speech disorder therapists in their efforts to develop personalized programs
for the therapy of dyslalia.

2 Data mining and its application in logopaedic area

Data mining is defined as the process of discovering non-obvious and potentially useful pat-
terns in large data volumes. As exploration and analysis technique of large amounts of data
in order to de-tect patterns or rules with a specific meaning, data mining may facilitate the
discovery from appar-ently unrelated data, relationships that can anticipate future problems or
might solve the studied problems.

Data mining represents one phase in the complex process of knowledge discovery in databases
(KDD) [5]. According to CRISP-DM [15], the reference model for this process, KDD consists of
a sequence of steps. These steps are presented in Figure 1.

Using appropriate methods, data mining can solve two broad categories of problems: pre-
diction and description [10] [14]. The most used methods for prediction are classifications and
regressions, and for description, clustering, deviation detection or association rules.

The specific logopaedic tasks performed by data mining fall into the following categories [3]:

• classification which places the people with different speech impairments in predefinited
classes. Thus it is possible to track the size and structure of various groups. We can use
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Figure 1: Crisp_DM process of Knowledge Discovery in Databases

classi-fication which is based on the information contained in many predictor variables,
such as per-sonal or familial anamnesis data or related to lifestyle, to join the patients with
different seg-ments.

• clustering which groups people with speech disorders on the basis of similarity of different
features. It is an important task because it helps therapists understand their patients.
Cluster-ing aims to finding subsets of a predetermined segment, with homogeneous behavior
to-wards various methods of therapy that can be effectively targeted by a specific therapy
but it is not based on the previous definition of groups.

• association rules aim to find out associations between different data which seem to have
no semantic dependence. It may be a way to determine why a specific therapy program
has been successful on a segment of patients with speech disorders and on the other was
ineffective.

To conclude with we state that data mining can be a useful tool. Still, there is a limitation we
have to consider. Data mining applications generate information by analyzing patterns of data
ob-tained from the systems which assist and supervise the speech therapy. Such patterns can
help pre-dict the evolution of the individuals that are currently in the process of therapy, or
design a scheme of an appropriate therapy for them. However data mining technology can not
provide information about impairments, people or behaviors that are not found in the databases
that provide data for analysis.

3 Logo-DM System

3.1 Objectives

The idea of trying to improve the quality of logopaedic therapy by applying some data
mining tech-niques started from TERAPERS project developed within the Research Center for
Computer Sci-ence in the University "Stefan cel Mare" of Suceava. This project has proposed to
develop a system which is able to assist speech therapists in their speech therapy of dislalya and
to asses how the pa-tients respond to various personalized therapy programs. Starting in March
2008 the system is cur-rently used by the therapists from Regional Speech Therapy Center of
Suceava.

At present, because of the limited time and the economical aspects involved, information
regard-ing the therapy for each particular case is of interest [4]: what is the predicted final state
for a child or what will be his/her state at the end of various stages of therapy, which the best
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exercises are for each case and how they can focus their effort to effectively solve these exercises
or how the family receptivity - which is an important factor in the success of the therapy - is
associated with other as-pects of family and personal anamnesis. All this may be the subject of
predictions obtained by ap-plying data mining techniques on data collected by using a computer
based therapy system. It is also interesting, as part of the knowledge discovered by data mining
algorithms, to be used to enrich the knowledge base of expert system embedded. To achieve this
goal we propose the development of Logo-DM system.

Consequently its objectives are:

• analysis of data collected and their preprocessing in order to assure a proper quality for
data mining algorithms

• feature selection for the elimination of those irrelevant or redundant

• the use of corresponding data mining methods and algorithms that can be applied in order
to find models which can answer to problems raised in speech disorders therapy

• models evaluation and their validation on new cases

• to find new rules which can enrich the knowledge base of the expert system embedded in
TERAPERS

3.2 System Architecture

Data mining aims at deriving knowledge from data. The architecture of a data mining
system plays an important role in the efficiency with which data is mined. Considering the
characteristic of the domain we have proposed for the system a two tier client server architecture.
This architecture is presented in Figure 2.

Figure 2: Logo-DM Architecture

On the client side there is the user interface (GUI) which allows the user to communicate
with the system in order to select the task to perform, to select and submit the datasets on which
data mining needs to be applied. Pattern evaluation and the post-processing step consisting in
pattern visualiza-tion are performed also on the client. The knowledge base is the module where
the background knowledge is stored.
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The more difficult computational tasks of data mining operations are carried out on the server.
Here, the data mining kernel contains modules able to perform classifications and association
rule detection. Supplementary the pre-processing data module allows data to become suitable
for apply-ing data mining algorithms.

3.3 Some aspects regarding the system implementation

It is well known that the best results of data mining algorithms are obtained by applying on
data in data warehouses. But in this case the development of a data warehouse is not appropriate,
so, it is used, as the primary source of data, a database that contains data collected from the
different speech therapists’ offices. In order to choose the right solution for the implementation
of the system we have made an analysis of available data both its structure and content.

We have started from a scheme with over 60 tables and after deleting tables with irrelevant
content for the intended purpose we have obtained, as underlying tables for the final data set,
27 tables as presented in Figure 3.

Content analysis can reveal interesting issues related to data quality or the need for transforma-
tion. We have made a first assessment of data quality through the following measures: complete-
ness, conformity, accuracy, consistency and redundancy. The mechanisms provided by the used
da-tabase management system have imposed a minimum, controlled redundancy and have as-
sured data consistency. Values stored in fields correspond to reality, but unfortunately in some
records useful data for analysis are missing. Therefore it is necessary to supplement data gaps,
and where not pos-sible, the removal of the record for accurate results is suggested.

Figure 3: The useful part of database schema

Proper data for the analysis are subjected to the following types of transformation: transforma-
tions of the structure, and changes aimed value.

Structural transformations are dictated by the fact that there are fields in the database
contain-ing data related to a complex of features to be addressed individually in the analysis.
Values of transformations refer to the replacement of coded data by the rules, enabling, for exam-
ple, the effective storage with descriptive values of characteristics allowing rapid interpretation
of results.

An example of these transformations is the following. An issue addressed in the anamnesis
form is related to the skills of the child. In Figure 4 we can see that there is a complex of skills
of interest (verbal, perceptual, numeric, psycho-motor or special skills).

In the database, all these skills are in two distinct fields: one for general skills, which groups
data regarding verbal, perceptual, numeric, psycho-motor and intelligence skills and one for
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Figure 4: Sample of anamnesis data

special skills (Figure 5). The field called ’aptitudini’ is numeric and is represented in the table
by a string of five bits, as shown in Figure 5. These bits, positioned from left to right, have the
following meaning:

• the first bit - verbal skills (1- present, 0- absent)

• the second bit - perceptual skills (1- present, 0- absent)

• the third bit - numeric skills (1- present, 0- absent)

• the fourth bit - psycho-motor skills (1- present, 0- absent)

• the fifth bit - intelligence (1- normal intelligence, 0 - mental deficiency)

Figure 5: Data to be transformed

Since all these attributes may affect the analysis it is desirable that they can be addressed
indi-vidually and explicitly in the final data set. For this purpose the original table structure is
changed and values are converted to descriptive values as in Figure 6.

These changes have conducted to a modified form of the relational database used by Terapers.
In the first phase, construction of target data sets for each of the methods to be applied in the
system is through the application of relational expressions like those presented in (1).∏

Ii (T1 ◃ ▹T2 ◃ ▹... ◃ ▹Tk) (1)

where:

• Ii is a superset of the attributes regarding the useful characteristics for each method

• T1 . . . Tk is the set of tables containing the attributes in the list of projection.
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Figure 6: Transformed data

Each of these expressions was implemented in SQL, and has generated intermediate tables. For
example, the target data set necessary to establish the profile of children with speech disorders,
can be obtained by joining tables which contain: general data about children, family and personal
an-amnesis, data on complex evaluation and diagnosis associated. The statement that performs
that is presented in (2). The result is a table that contains 129 features.

create table caract_copii as

select f.∗, l.diagn_final

from fise f, logopat l

where f.idc = l.idc;

(2)

Data mining techniques were not designed to process large amounts of irrelevant features.
Conse-quently before their application, a selection of the relevant features is required [6] [7].
The most im-portant objectives of feature selection are: to avoid over fitting and improve model
performance. A variant of the mRMR method [9] for categorical values has been used for feature
selection. It is based on mutual information criteria, formally defined, for two discrete random
variables X and Y, as:

I (X;Y) =
∑
y∈Y

∑
x∈X

p (x, y) log

(
p (x, y)

p1(x)p2(y)

)
(3)

where p(x,y) is joint probability distribution function of X and Y, and p1(x) and p2(y) are the
marginal probability distribution functions of X and Y respectively.

For discrete random variable, the joint probability mass function is:

p(x, y) = p(X = x, Y = y) = p(Y = y|X = x) ∗ p(X = x) = p(X = x|Y = y) ∗ p(Y = y) (4)

Since these are probabilities, we have∑
x

∑
y

p(X = x, Y = y) = 1 (5)

The marginal probability function, p (X = x) is:

p(X = x) =
∑
y

p(X = x, Y = y) =
∑

yp(X = x|Y = y)p(Y = y) (6)

The criterion used is related to minimizing redundancy and maximizing relevance to the
chosen characteristics. The result of tests performed on data prepared as described in the example
mentioned above, revealed that, for classification, the minimum error is obtained if we deal with
a number between 20 and 22 features selected. The target data set, obtained after these steps, is
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subject to data mining algorithms. For an effective implementation of algorithms we have taken
into account, and we tested, two possibilities: to use the Oracle Data Mining kernel (ODM)
which offers the possibility to apply algorithms for classification, clustering and association rules
and to use some open source implementations of relevant algorithms adapted and integrated into
our own system.

We took into account the types of data included in the set and we used implementations in
Oracle of Adaptive Bayes Network, Seeker Model and decision trees build with CART [16] and
ID3/C4.5 for classification, for clustering the Oracle implementation of A-Clustering algorithm
and for association rules Apriori algorithm. It should be noted that for the moment, the volume
of data on which work is relatively low, because the system which is the main source of these
data is operational for only several months.

4 Conclusions and Future Works

Considering the opportunity of data mining techniques application on data collected in the
process of speech therapy, we have concluded that methods such as classification, clustering or
as-sociation rules can provide useful information for a more efficient therapy. Consequently,
we have designed and we are currently implementing a data mining system that aims to use
data provided by TERAPERS system, developed by the Research Center for Computer Science
in the University "Stefan cel Mare" of Suceava, in order to achieve an optimized personalized
therapy of dyslalia. We have tested the modules for data pre-processing and on target data sets
obtained from these modules we have applied more algorithms for detecting the most appropriate
solutions for the data mining kernel. At present efforts are directed towards the implementation
of evaluation patterns and visualization modules and towards building a user friendly interface.
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Abstract: A new generative relation for Nash equilibrium is proposed. Dif-
ferent types of equilibria are considered in order to incorporate players different
rationality types for finite non cooperative generalized games with perfect in-
formation. Proposed equilibria are characterized by use of several generative
relations with respect to players rationality. An evolutionary technique for
detecting approximations for equilibria is used. Numerical experiments show
the potential of the method.
Keywords: non-cooperative games, evolutionary equilibrium detection, gen-
erative relations, Nash-Pareto, meta-strategy.

1 Introduction

The most common solutions proposed in Game Theory are the equilibrium concepts. Within
the present day approaches each equilibrium concept is addressed separately, meaning that in a
particular game players interact accordingly to a unique equilibrium concept. This restriction
induces unrealistic results. For example, the concept of Nash equilibrium, alone, sometimes can
lead to deceptive results so we need to cope with more complex situations.

In real life players can be more or less cooperative, more or less competitive and more or less
rational, therefore agents guided by the different kind of equilibrium concepts should be allowed
to interact.

We consider a generalized game where players are allowed to have different behaviours accord-
ing to their rationality type. Players can have different behaviours/rationality types resulting in
an adequate meta-strategy concept.

Game equilibria can be characterized using appropriate generative relations [4]. Thus Nash
equilibrium is characterized by the ascendancy relation [6] and Pareto equilibrium by the Pareto
domination. Combining the two relations may lead to different types of joined Nash–Pareto
equilibria.

We introduce a new generative relation for Nash equilibrium and we use it to compose a new
joined Nash-Pareto equilibria.

An evolutionary technique for detecting the two joined Nash–Pareto equilibria for generalized
games is used.

2 Generalized games

In order to cope with different rationality types the concept of generalized game is defined [4].

Definition 1. A finite strategic generalized game is defined as a system by G = (N,M,U) where:

• N = {1, ..., n}, represents the set of players, n is the number of players;

Copyright c⃝ 2006-2010 by CCC Publications
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• for each player i ∈ N, Si represents the set of actions available to him, Si = {si1 , si2 , ..., simi
};

S = S1 × S2 × ...× Sn is the set of all possible situations of the game;

• for each player i ∈ N, Mi represents the set of available meta-strategies, a meta-strategy
is a system (si|ri) where si ∈ Si and ri is the ith player rationality type;

• M = M1 ×M2 × ...×MN is the set of all possible situations of the generalized game and
(s1|r1, s2|r2, ..., sn|rn) ∈ M is a meta-strategy profile.

• for each player i ∈ N , ui : S→ R represents the payoff function.

U = {u1, ..., un}.

Remark 2. In a generalized game the set of all possible meta-strategies represents the meta-
strategy search space.

The rationality type of a player usually represents the player bias towards a certain equilib-
rium.

3 Generative relations for generalized games

Three generative relations are considered in this section. Two of them correspond to Pareto
and Nash equilibria. The third induces a new type of joined Nash–Pareto equilibrium.

3.1 nP–strict Pareto domination

We consider the nP–strict Pareto domination in order to be able to combine several concepts
of Nash and Pareto domination.

In a finite strategic generalized game consider the set of players Pareto biased

IP = {j ∈ {1, ..., n}|rj = Pareto}

and nP = cardIP.
Let us consider two meta strategy profiles x and y from M.

Definition 3. The meta strategy profile x nP–strict Pareto dominates the meta strategy profile
y if the payoff of each Pareto biased player from IP using meta strategy x is strictly greater than
the payoff associated to the meta strategy y, i.e.

ui(x) > ui(y), ∀i ∈ IP.

Remark 4. The set of non dominated meta strategies with respect to the nP–strict Pareto dom-
ination relation when nP = n is a subset of the Pareto front.

3.2 Nash - ascendancy

Similar to Pareto equilibrium a particular relation between strategy profiles can be used in
order to describe Nash rationality. This relation is called Nash-ascendancy (NA).

A strategy is called Nash equilibrium [5] if each player has no incentive to unilaterally deviate
i.e. it can not improve the payoff by modifying its strategy while the others do not modify theirs.

We denote by (sij , s
∗
−i) the strategy profile obtained from s∗ by replacing the strategy of

player i with sij i.e.
(sij , s

∗
−i) = (s∗1, s

∗
2, ..., s

∗
i−1, sij , s

∗
i+1, ..., s

∗
n).
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Definition 5. The strategy profile x Nash-ascends the strategy profile y, and we write x <NA y

if there are less players i that can increase their payoffs by switching their strategy from xi to yi

then vice versa.

In [6] is introduced an operator
k : S× S→ N,

k(y, x) = card{i ∈ {1, ..., n}|ui(xi, y−i) ≥ ui(y), xi ̸= yi}.

k(y, x) denotes the number of players which benefit by switching from y to x.

Proposition 6. The strategy x Nash-ascends y (x is NA-preferred to y), and we write x <NA y,
if the inequality

k(x, y) < k(y, x),

holds.

According to [6] the set of all strategies from S non-dominated by respect of Nash ascendancy
relation equals the set of Nash equilibria.

This result proves that the Nash ascendancy is the generative relation for the Nash equilib-
rium.

3.3 Differential generative relation of Nash equilibrium (DGN)

A new generative relation for Nash equilibrium is proposed. This relation relies on the payoff
difference between perturbed and non perturbed strategies.

We introduce the measure

m(y, x) =
∑
i∈N

(ui(xi, y−i) − ui(y))

Definition 7. The strategy x dominates y, and we write x <DGN y, if the inequality

m(x, y) < m(y, x),

holds.

3.4 Joint Nash–Pareto domination

Let us consider two meta-strategies x = (x1|r1, x2|r2, ..., xn|rn) and y = (y1|r1, y2|r2, ..., yn|rn).
Let us denote by IN the set of Nash biased players (N-players) and by IP the set of Pareto

biased players (P-players). Therefore we have IN = {i ∈ {1, ..., n}|ri = Nash}.
We consider the operators kP and kN defined as:

kP(x, y) = card{j ∈ IP |uj(x) > uj(y), x ̸= y} and respectively kN(x, y) = card{i ∈ IN|ui(yi, x−i) ≥
ui(x), xi ̸= yi}.
Remark 8. kP(x, y) measures the relative efficiency of the meta strategies x and y with respect
to Pareto rationality and kN(x, y) measures the relative efficiency of the meta strategies x and
y with respect to Nash rationality.

Definition 9. The meta strategy x N–P dominates the meta strategy y if and only if the
following statements hold

1. kP(x, y) = nP

2. kN(x, y) < kN(y, x)

In what follows we consider that efficiency relation induces a new type of equilibrium called
joined Nash-Pareto equilibrium.
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3.5 Joint Differential Nash Pareto domination

A new domination relation with respect to Nash-Pareto equilibrium is introduced by using
differential generative relation of Nash equilibrium.

Definition 10. The meta strategy x DGN–P dominates the meta strategy y if and only if the
following statements hold

1. kP(x, y) = nP

2. m(x, y) < m(y, x)

4 Detecting joint N–P equilibria in generalized games

Consider a three player non-cooperative game. Let ri be the rationality type of player i. If
r1 = r2 = r3 = Nash then all players are Nash biased and the corresponding solution concept
is the Nash equilibrium. If r1 = r2 = r3 = Pareto then all players are Pareto biased and the
corresponding equilibria are described by the set of strictly non dominated strategies (Pareto
front).

We also intend to explore the joint cases where one of the players is Nash biased and others
are Pareto and the one where one is Pareto and the others are Nash biased.

In order to detect the joined Nash–Pareto equilibria of the generalized game an evolutionary
approach is used. For a certain equilibrium the corresponding generative relation allows the
comparison of two meta-strategies. This comparison may guide the search towards the game
equilibrium.

Let us consider an initial population of meta strategies for the generalized three player game.
Each member of the population has the form

x = (s1|r1, s2|r2, s3|r3).

Non domination (with respect to a generative relation) is considered for fitness assignment
purposes. Evolutionary Multiobjective Optimization Algorithms [3] are efficient tools for evolving
strategies based on a non domination relation.

The state of the art NSGA2 [2] has been considered to illustrate how generative relations can
be used for evolutionary detection of proposed equilibria.

A population of 100 strategies has been evolved using a rank based fitness assignment tech-
nique. In all experiments the process converges in less than 30 generations.

5 Numerical experiments

In order to illustrate the proposed concepts the oligopoly Cournot model is considered (see
for instance [4]).

Let q1, q2 and q3 denote the quantities of an homogeneous product - produced by three
companies respectively. The market clearing price is P(Q) = a−Q, where Q = q1 + q2 + q3, is
the aggregate quantity on the market. Hence we have

P(Q) =

{
a−Q, for Q < a,

0, for Q ≥ a.

Let us assume that the total cost for the company i of producing quantity qi is Ci (qi) = ciqi.
Therefore, there are no fixed costs and the marginal cost ci is constant, ci < a. Suppose that
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the companies choose their quantities simultaneously. The payoff for the company i is its profit,
which can be expressed as:

πi(qi, qj) = qiP(Q) − Ci(qi)

= qi [a− (qi + qj) − ci] .

Several experiments have been performed for this game by using RED technique [4].
The symmetric Cournot model with parameters a = 24 and c1 = c2 = c3 = 9 is considered.
According to the data from the Table 1 in less than 30 generations the algorithm converges to

the Nash equilibrium point (14.00, 14.00, 14.00) for each relation. We observe that the differential
Nash domination provides more accurate results than the Nash ascendency. We must consider
however the particular nature of this Cournot game. For other types of games a normalisation
of the deviations must be done in order to sum them.

Figure 1: The payoffs for the Nash-Nash-
Pareto front detected in less than 30 itera-
tions for the symmetric Cournot game with the
Nash–Pareto generative relation

Figure 2: The payoffs for the Nash-Nash-
Pareto front detected in less than 30 iterations
for the symmetric Cournot game with the dif-
ferential Nash–Pareto generative relation

Figure 3: The payoffs for the Nash-Pareto-
Pareto front detected in less than 30 itera-
tions for the symmetric Cournot game with the
Nash–Pareto generative relation.

Figure 4: The payoffs for the Nash-Pareto-
Pareto front detected in less than 30 iterations
for the symmetric Cournot game with the dif-
ferential Nash–Pareto generative relation.

The resulting front in the Nash-Nash-Pareto case spreads from the standard Nash equilib-
rium corresponding to the two player–Cournot game (25.00, 25.00) to the Nash equilibrium
corresponding to the three player–Cournot game, and from there to the edges of Pareto front for
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Table 1: Average payoff and standard deviation of the final populations in 30 runs with 100
meta-strategies after 30 generations for the symmetric Cournot model where all three players are
Nash biased using Nash ascendency and differential Nash generative relations.

N-N-N Average payoff St. dev. Maximum payoff Minimum payoff

player p1 p2 p3 p1 p2 p3 p1 p2 p3 p1 p2 p3
Nash ascendency relation

Average 14.05 14.06 14.05 0.03 0.04 0.04 14.85 15.57 15.00 12.25 12.49 12.45
St. Dev. 0.02 0.02 0.02 0.08 0.09 0.08 1.39 2.80 1.83 3.25 3.00 3.05

Differential Nash relation

Average 14.06 14.06 14.06 0.00 0.00 0.00 14.06 14.06 14.06 14.06 14.06 14.06
St. Dev. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 2: Average payoff and standard deviation of the final populations in 30 runs with 100
meta-strategies after 30 generations for the symmetric Cournot model where two player are
Nash biased and one is Pareto for both joint Nash–Pareto and joint Differential Nash–Pareto
generative relations.

N-N-P Average payoff St. dev. Maximum payoff Minimum payoff

player p1 p2 p3 p1 p2 p3 p1 p2 p3 p1 p2 p3
Joint Nash–Pareto relation

Average 10.99 11.01 29.80 52.81 53.02 182.28 25.92 25.71 56.24 0.00 0.00 0.49
St. Dev. 0.36 0.33 0.78 1.75 2.33 17.62 0.92 0.88 0.00 0.00 0.00 1.67

Joint Differential Nash–Pareto relation

Average 8.50 8.48 35.53 22.76 22.67 165.84 18.47 18.92 56.24 0.00 0.00 7.60
St. Dev. 0.35 0.31 0.85 0.25 0.25 0.54 2.88 2.93 0.00 0.00 0.00 5.60

the Nash–Pareto equilibria (see Figure 1). For differential Nash-Pareto (see Figure 2) the front
spreads from vicinity of the Nash equilibrium for Cournot game to the edge of the Pareto front
corresponding to the Pareto player. The numerical results are presented in Table 2.

As we can see in the Figure 3 in the Nash-Pareto-Pareto case for Nash–Pareto generative
relation the result is similar to the Pareto front. In the same case for differential Nash–Pareto
generative relation (Figure 4) the Pareto front is deformed in the Nash player’s corresponding
edge. The numerical results are presented in Table 3.

6 Conclusions and future work

A new generative relation for Nash equilibrium based on differences between perturbations
is introduced. Generative relations between meta strategies induce corresponding solutions con-
cepts named Joined Nash–Pareto equilibrium, respectively joint differential Nash–Pareto equi-
librium.

An evolutionary technique for detecting approximations of the generalized equilibria is used.
The ideas are exemplified for Cournot games with three players and two types of rational-
ity.Results indicate the potential of the proposed technique.

Future work will address generalized games having other rationality types and other methods
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Table 3: Average payoff and standard deviation of the final populations in 30 runs with 100
meta-strategies after 30 generations for the symmetric Cournot model where one player is Nash
biased and the other two Pareto for both joint Nash–Pareto and joint Differential Nash–Pareto
generative relations.

N-P-P Average payoff St. dev. Maximum payoff Minimum payoff

player p1 p2 p3 p1 p2 p3 p1 p2 p3 p1 p2 p3
Joint Nash–Pareto relation

Average 17.74 18.52 18.44 242.42 247.83 247.97 56.23 56.24 56.24 0.00 0.00 0.00
St. Dev. 0.40 0.36 0.42 7.36 6.98 6.82 0.04 0.00 0.00 0.00 0.00 0.00

Joint Differential Nash–Pareto relation

Average 15.13 19.83 19.76 154.37 250.62 248.44 48.90 56.24 56.24 0.00 0.00 0.00
St. Dev. 0.86 0.77 0.56 0.78 0.29 0.32 3.02 0.00 0.01 0.00 0.00 0.00

of combining them.

7 Acknowledgements

This research is supported partially by the CNCSIS Grant ID508 "New Computational
paradigms for dynamic complex problems" funded by the MEC and from the SECTORAL OP-
ERATIONAL PROGRAMME HUMAN RESOURCES DEVELOPMENT, Contract POSDRU
6/1.5/S/3 "Doctoral studies: through science towards society", Babeş - Bolyai University, Cluj -
Napoca, România.

Bibliography

[1] Bade, S., Haeringer, G., Renou, L.: More strategies, more Nash equilibria, Working Paper
2004-15, School of Economics University of Adelaide University, 2004.

[2] Deb, K., Agrawal, S., Pratab, A., Meyarivan, T.: A Fast Elitist Non-Dominated Sorting Ge-
netic Algorithm for Multi-Objective Optimization: NSGA-II, Marc Schoenauer, Kalyanmoy
Deb, Günter Rudolph, Xin Yao, Evelyne Lutton, Juan Julian Merelo, and Hans-Paul Schwe-
fel, editors, Proceedings of the Parallel Problem Solving from Nature VI Conference, Paris,
France, 2000. Springer, Lecture Notes in Computer Science, 1917, 849-858.

[3] Deb, K.: Multi-objective optimization using evolutionary algorithms, Wiley, 2001.

[4] Dumitrescu, D., Lung, R.I., Mihoc, T.D.: Evolutionary Equilibria Detection in Non-
cooperative Games, Book Series: LNCS, Publisher Springer Berlin / Heidelberg, Volume
5484 / 2009, Book: Applications of Evolutionary Computing, 2009, 253-262.

[5] Lung, R. I., Muresan, A. S., and Filip, D. A.: Solving multi-objective optimization problems
by means of natural computing with application in finance, In Aplimat 2006 (Bratislava,
February 2006), pp. 445-452.

[6] Lung, R., I., Dumitrescu, D.: Computing Nash Equilibria by Means of Evolutionary Compu-
tation, Int. J. of Computers, Communications & Control, 2008, 364-368



700 D. Dumitrescu, R.I. Lung, T.-D. Mihoc

[7] Maskin, E. : The theory of implementation in Nash equilibrium:A survey, in: L. Hurwicz,
D. Schmeidler and H. Sonnenschein, eds., Social Goals and Social Organization (Cambridge
University Press), 1985,173-204

[8] McKelvey, R., D., McLennan, A.: Computation of equilibria in finite games, In H. M. Amman,
D. A. Kendrick, and J. Rust, editors, Handbook of Computational Economics, Elsevier,1996.

[9] Nash.,J.,F.: Non-cooperative games, Annals of Mathematics, 54:286-295, 1951.

[10] Osborne, M. J., Rubinstein, A.: A Course in Game Theory, MIT Press, Cambridge, MA,
1994



Int. J. of Computers, Communications & Control, ISSN 1841-9836, E-ISSN 1841-9844
Vol. V (2010), No. 5, pp. 701-709

Stable Factorization of Strictly Hurwitz Polynomials

Ö. Eğecioğlu, B. S. Yarman

Ömer Eğecioğlu
Department of Computer Science
University of California, Santa Barbara
CA 93106, USA
E-mail: omer@cs.ucsb.edu

B. Siddik Yarman
Department of Electric and Electronics Engineering
College of Engineering, Istanbul University
34320 Avcilar, Istanbul, Turkey
E-mail: sbyarman@gmail.com

Abstract: We propose a stable factorization procedure to generate a strictly
Hurwitz polynomial from a given strictly positive even polynomial. This prob-
lem typically arises in applications involving real frequency techniques. The
proposed method does not require any root finding algorithm. Rather, the
factorization process is directly carried out to find the solution of a set of
quadratic equations in multiple variables employing Newton’s method. The
selection of the starting point for the iterations is not arbitrary, and involves
interrelations among the coefficients of the set of solution polynomials differing
only in the signs of their roots. It is hoped that this factorization technique
will provide a motivation to perform the factorization of two-variable positive
function to generate scattering Hurwitz polynomials in two variables for which
root finding methods are not applicable.
Keywords: Routh-Hurwitz stability, Hurwitz polynomial, stable factoriza-
tion, Newton’s method.

1 Introduction

In many microwave communication system design, modeling and simulation problems, de-
scription of lossless two ports in one or two kinds of elements is essential [5]. In the design of
microwave matching networks, amplifiers or in modeling passive one port devices such as anten-
nas, lossless two ports are either described in terms of driving point immitance or reflectance
functions [6,7]. The methods known as Real Frequency Techniques (RFT) are excellent tools for
design and modeling [5, 8]. Once the independent descriptive parameters are selected, numeri-
cal implementations of real frequency techniques demands the construction of strictly Hurwitz
polynomials. For example, in the simplified real frequency technique (SRFT), the numerator
polynomial h(p) = h0 + h1p + · · · + hnp

n of the driving point input reflectance S11(p) = h(p)
g(p)

completely specifies the scattering parameters of the lumped element reciprocal lossless two port
as follows:

S12 = S21 =
f(p)

g(p)
and S22 =

f(p)

f(−p)

h(−p)

g(p)
(1)

provided that the monic-polynomial f(p) which is constructed on the transmission zeros of the
system under consideration, is pre-selected. In this representation, the denominator polynomial
g(p) = g0 + g1p+ · · ·+ gnp

n is generated as a strictly Hurwitz polynomial from the equation

G(p2) = g(p)g(−p) = h(p)h(−p) + f(p)f(−p) = G0 +G1p
2 + · · ·+Gnp

2n (2)

Copyright c⃝ 2006-2010 by CCC Publications
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which is obtained by means of the lossless condition. Once f(p) is selected, (2) is specified in
terms of the real coefficients {h0, h1, . . . , hn} of h(p). For many practical problems, it may be
sufficient to choose f(p) as f(p) = pk, k ≤ n. In this case, (2) results in a set of quadratic
equations such that

G0 = g20 = h2
0

G1 = −g21 + 2g0g2 = −h2
1 + 2h0h2

...

Gi = (−1)ig2i + 2(g2ig0 +

i∑
j=2

(−1)jgj−1g2j−i+1) = (−1)ih2
i + 2(h2ih0 +

i∑
j=2

(−1)jhj−1h2j−i+1)

... (3)
Gk = G(i=k) + (−1)k

...
Gn = (−1)ng2n = (−1)nh2

n

It should be mentioned that the general form of f(p)f(−p) may be described as

F(p2) = f(p)f(−p) = F0 + F1p
2 + · · ·+ Fnp

2n. (4)

Then it is straightforward to revise (4.3) with the help of (4.4). At this point it is the crucial issue
to generate g(p) as a strictly Hurwitz polynomial either employing (2) or (4.3). If one employs
(2), it is sufficient to find the roots of G(p2) and then, construct g(p) on the left halfplane roots
of G(p2), yielding g(p) = g0+g1p+ · · ·+gnp

n. This has been the common practice of the SRFT.
However, if the problem under consideration demands the construction of lossless two-ports with
two kinds of elements, then there is no way to carry out the computation by means of root finding
techniques. In this case, one has to rewrite (2) in two variables as

G(p, λ) = g(p, λ)g(−p,−λ)

and revise (4.3) accordingly. Eventually one needs to solve (4.3) to generate g(p, λ) as a “two
variable scattering Hurwitz polynomial" [1,2]. In this representation the complex variable p = σ+
jω is associated with first kind of elements and the complex variable λ = Σ+jΩ is associated with
the second kind of elements of the lossless two-port. Actually, this way of posing the problem may
be understood as the factorization of the two variable polynomial G(p, λ) as g(p, λ)g(−p,−λ),
which in turn yields the scattering Hurwitz polynomial g(p, λ). Based on the knowledge of
the authors, there is no explicit solution for the factorization of two variable polynomials in the
current literature. However, for the single variable case, root finding techniques provide excellent
results as described within SRFT. Therefore, in this paper, to provide an insight to the general
factorization problem, an attempt will be made to come up with a numerical procedure to solve
(4.3) which is specified in single variable, with the hope that the numerical procedure presented
in this paper may be extended to cover the two variable factorization case.

2 Mathematical problem statement

Let G(z2) = G0 + G1z
2 + G2z

4 + · · · + Gnz
2n be a real polynomial with G0 > 0. Consider a

factorization of G of the form
G(z2) = g(z)g(−z) (5)
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for a real polynomial g(z) = g0 + g1z + g2z
2 + · · · + gnz

n as required in (4.3). Call (5) a stable
factorization of G, if the polynomial g is stable: that is, the real parts of the zeros of g are strictly
negative. We also refer to a stable polynomial as strictly Hurwitz. From physical considerations
that give rise to the problem, G0, G1, . . . , Gn are such that G admits a stable factorization. Our
aim is to determine the coefficients of g(z) as a function of G0, G1, . . . , Gn.

2.1 On root finding

This one dimensional problem is theoretically solvable quite easily by root finding: Since G

is a real polynomial, it can be factored as

G(z2) = c(z2 − α1)(z
2 − α2) · · · (z2 − αn)

with c > 0 and the αi complex. For i = 1, 2, . . . , n, let βi = ±√
αi, where the sign is picked so

that βi has a negative real part. Then g(z) =
√
c(z − β1)(z − β2) · · · (z − βn), and the gi can

be computed from this product. However, we wish to avoid this approach as the real motivation
behind the treatment of the one variable case is the factorization problem in two variables to
generate scattering Hurwitz polynomials, for which root finding techniques do not apply.

2.2 Basic elements of Routh-Hurwitz stability

The conditions for a real polynomial

g(z) = g0 + g1z+ g2z
2 + · · ·+ gnz

n (6)

with g0 > 0 to be strictly Hurwitz are given in terms of the positivity of the Hurwitz determinants

∆i = det



g1 g3 g5 . . . g2i−1

g0 g2 g4 . . . g2i−2

0 g1 g3 . . . g2i−3

0 g0 g2 . . . g2i−4

. . . . . . .

. . . . . . gi

 .

The indices in each row increase by two and the indices in each column decrease by one. The
term gj is taken to be zero if j < 0 or j > n. Note that ∆1 = g1.

Theorem 1. (Routh-Hurwitz stability) A necessary and sufficient condition that the polynomial
(6) is strictly Hurwitz is that ∆1, ∆2, . . . , ∆n be all positive [3].

Since ∆n = gn∆n−1, the condition that ∆n−1 and ∆n be positive is equivalent to the require-
ment that ∆n−1 and gn be positive. Furthermore, a necessary condition for (6) to be strictly
Hurwitz is that all coefficients g0 through gn be positive.

3 The main quadratic system

Comparing coefficients in (5), we derive a quadratic system of n+1 equations in the variables
g0, g1, . . . , gn:

Gk =
∑

i+j=2k

(−1)igigj, (k = 0, 1, . . . n) (7)
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This is the system we are aiming to solve in the factorization problem. The additional constraint
is that the polynomial (6) is stable. When n = 5,

G0 = g20

G1 = −g21 + 2g0g2

G2 = g22 + 2g0g4 − 2g1g3

G3 = −g23 − 2g1g5 + 2g2g4 (8)
G4 = g24 − 2g3g5

G5 = −g25

So in this case the stable factorization problem is to find a solution (g0, g1, g2, g3, g4, g5) of the
quadratic system (8) in which each gi > 0, and in addition the constraints

∆2 = det

[
g1 g3
g0 g2

]
> 0, ∆3 = det

 g1 g3 0

g0 g2 g4
0 g1 g3

 > 0, ∆4 = det


g1 g3 g5 0

g0 g2 g4 0

0 g1 g3 g5
0 g0 g2 g4

 > 0

are satisfied. In the general case G0, G1, . . . , Gn with G0 > 0 are given as input. The output the
solution required is real g0, g1, . . . , gn, with g0 > 0 such that g0, g1, . . . , gn is a solution of the
associated quadratic system (7) of n + 1 equations and g(z) = g0 + g1z + · · · + gnz

n is strictly
Hurwitz. We assume that the Gk are given so that the system has a solution of the required
type.

3.1 Newton’s method

We consider the vector valued function f : IRn+1 → IRn+1 which has as its set of real zeros
the solutions to the quadratic system (7). For n = 5, f : IR6 → IR6 is f = (f0, f1, . . . , f5)

t with

f0 = x20 −G0

f1 = −x21 + 2x0x2 −G1

f2 = x22 + 2x0x4 − 2x1x3 −G2

f3 = −x23 − 2x1x5 + 2x2x4 −G3

f4 = x24 − 2x3x5 −G4

f5 = −x25 −G5

We compute the Jacobian matrix as

Jf = 2



x0 0 0 0 0 0

x2 −x1 x0 0 0 0

x4 −x3 x2 −x1 x0 0

0 −x5 x4 −x3 x2 −x1
0 0 0 −x5 x4 −x3
0 0 0 0 0 −x5

 .

We calculate by elementary operations

det(Jf) = 26(−x0x5)det


−x1 x0 0 0

−x3 x2 −x1 x0
−x5 x4 −x3 x2
0 0 −x5 x4

 = 26(−x0x5)det


x1 x3 x5 0

x0 x2 x4 0

0 x1 x3 x5
0 x0 x2 x4
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and det(Jf) = 26(−x0)∆5. For general n we have a similar identity relating the Jacobian of f and
∆n as

det(Jf) = 2n+1(−1)nx0∆n. (9)

Thus the Jacobian Jf does not vanish at (g0, g1, . . . , gn) at if (g0, g1, . . . , gn) corresponds to a
stable g(x). In other words, starting from an initial point that is close enough to the stable
solution, the Jacobian of f does not vanish. Starting with an initial vector X0 = (x0, x1, . . . , xn)

t

we compute the iterates by Newton’s method as

Xn+1 = Xn − J−1
f (Xn)f(Xn)

until successive iterates are within a given tolerance. The invertibility of Jf at the point Xn is
guaranteed for Xn close to a stable solution (g0, g1, . . . , gn). However a real solution g(z) of the
quadratic system found by Newton’s method is not necessarily strictly Hurwitz. The polynomial
we want is obtained from g(z) by flipping the sign of some of its roots and making each one have
negative real part, even though we do not have access to the roots themselves.

Example 1. Suppose G(x2) = G0 +G1x
2 +G2x

4 +G3x
6 +G4x

8 with G0 = 9.244, G1 = 72.286,
G2 = 217.183, G3 = 296.638, G4 = 155.673. G(x2) = g(x)g(−x) where

g(x) = g0 + g1x+ g2x
2 + g3x

3 + g4x
4

with g0 = 3.040, g1 = 2.289, g2 = 12.749, g3 = 4.637, g4 = 12.476 is strictly Hurwitz. Starting
with the initial random vector of coefficients (1.933, 2.008, 0.181, 0.870, 2.582), and tolerance 0.01,
Newton’s method converges to the polynomial

3.040+ 0.004x+ 11, 887x2 − 0.003x3 + 12.477x4

of the quadratic system in 14 iterations. This polynomial is not stable. Its roots are −0.0928±
0.6956j and 0.0929± 0.6972j.

3.2 An auxiliary problem

The necessity of being able to “flip" the sign of certain roots of a given real polynomial as
indicated above results in the following auxiliary problem:

Given a real polynomial g(x) = g0 + g1x + · · · + gnx
n of degree n with g0 > 0,

construct the real polynomial h(x) = h0 + h1x + · · · + hnx
n with h0 = g0, such that

the roots of h are ± roots of g and h is strictly Hurwitz.

If we could generate the polynomials h whose roots differ from the roots of g only in their
sign, then we could test each polynomial generated by the Routh-Hurwitz criteria to see if it is
stable. But there cannot be an analytic way involving radicals to do this: Consider a generic
fifth degree polynomial g(x) = g0 + g1x + · · · + g5x

5 with g0 > 0. Let r be a real root of g,
and let h(x) = h0 + h1x+ · · ·+ h5x

5 be the polynomial with h0 = g0, which has identical roots
as g(x), except for its fifth root it has −r instead of r. Since g4 and h4 are the negative of the
sums of the roots of g(x) and h(x) respectively, we have r = 1

2
(h4 − g4). We can also calculate

g(x)/(x − r) by synthetic division and compute the roots of this quartic by radicals. Thus if
there were a way of computing the coefficients of h(x) from those of g(x) by means of radicals,
then this would allow us to express the roots of a general fifth degree polynomial by radicals.
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4 Algorithmic approaches to finding g(x)

There are two essentially distinct approaches to find the strictly Hurwitz polynomial g(x)
given the input data G0, G1, . . . , Gn with G0 > 0. Both have a random component.

A1 : Generate an initial vector X0 = (x0, x1, . . . , xn)
t and run Newton’s method starting with

X0. Let the converged polynomial be h(x). If h(x) passes the Routh-Hurwitz criteria, then
it is the strictly Hurwitz polynomial desired and we are done. If not, generate another X0

and continue.

A2 : Generate an initial vector X0 = (x0, x1, . . . , xn)
t and run Newton’s method starting with

X0. Let the converged polynomial be h(x). If h(x) passes the Routh-Hurwitz criteria, then
it is the strictly Hurwitz polynomial desired and we are done. If not, use the coefficients
of h(x) to generate another X0 and continue.

A1 is simple to implement. On the other hand the number of executions of the Newton method
is fewer for A2, which essentially goes from a computed h(x) to another polynomial whose roots
are negatives of some of the roots of h(x). We shall indicate a number of methods for A2.

Example 2. In [8], the data given for a monopole antenna is modeled using the linear interpo-
lation technique proposed for positive real functions. We used this problem for the experimental
evaluation of A1 and A2. For this model G(x2) = G0+G1x

2+G2x
4+G3x

6+G4x
8 with G0 = 9.244,

G1 = 72.286, G2 = 217.183, G3 = 296.638, G4 = 155.673. Employing A1, the strictly Hurwitz
polynomial

g(x) = g0 + g1x+ g2x
2 + g3x

3 + g4x
4

with g0 = 3.040, g1 = 2.289, g2 = 12.749, g3 = 4.637, g4 = 12.476 was found. The initial vectors
X0 = (x0, x1, x2, x3, x4)

t were generated by picking xi independently and uniformly in the range
0 < xi <

√
G0. The average number of different starting points required for the Newton method

for convergence to g(x) with a tolerance of 0.001 is about 8 with a standard deviation of 5.

Next we consider two properties of the family of polynomials which are solutions to (4.3) and
differ only in the signs of their roots.

4.1 Selection of starting points

For A2, we use the following idea: Suppose we have two real solutions g(x) and h(x) to the
quadratic system of equations (7). Then G(x2) = g(x)g(−x) = h(x)h(−x) where g(x) and h(x)
have the same roots up to signs. Define F(x) = h(x)/g(x). Since h(x)/g(x) = g(−x)/h(−x), F(x)
satisfies the functional equation

F(x)F(−x) = 1 . (10)

Put F(x) = c0 + c1x+ c2x
2 + · · · with c0 = 1. >From (10), we have

1 = c20

0 = −c21 + 2c2

0 = c22 + 2c0c4 − 2c1c3

0 = −c23 + 2c0c6 − 2c1c5 + 2c2c4

0 = c24 + 2c0c8 − 2c1c7 + 2c2c6 − 2c3c5
... =

...
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The general form of the k-th equation for k ≥ 1 is

0 =
∑

i+j=2k

(−1)icicj.

In this infinite system, each of c2, c4, c6, . . . can be expressed in terms of the coefficients c1, c3, c5, . . ..
In fact, we can represent c2k as a polynomial in c1, c3, . . . c2k−1. >From the second equation,
c2 =

1
2
c21. Using this with the third equation we get

c4 = − 1
2
c22 + c1c3 = − 1

8
c41 + c1c3 and c6 =

1
2
c23 + c1c5 −

1
2
c31c3 +

1
16
c61 .

In the general case we can write

c2k = 1
2
(−1)k+1c2k +

k−1∑
i=1

(−1)i+1cic2k−i . (11)

In (11), we repeatedly substitute the expressions obtained for the earlier coefficients with even
indices, we arrive at the expression of c2k in terms of c1, c3, c5, . . .. Therefore

F(x) = 1+ c1x+
1
2
c21x

2 + c3x
3 + (c1c3 −

1
8
c41)x

4 + c5x
5 + (1

2
c23 + c1c5 −

1
2
c31c3 +

1
16
c61)x

6 + c7x
7 + · · ·

Thus h(x) = g(x)
(
1+ c1x+

1
2
c21x

2 + c3x
3 + (c1c3 −

1
8
c41)x

4 + c5x
5 + · · ·

)
for some real numbers

c1, c3, c5, . . .. We can use the form of the coefficients of F(x) to pick a new starting point if the
solution g(x) we obtain from the Newton’s method fails to be stable.

For algorithm A2, we generate a new initial point h(x) for Newton’s method from the current
computed solution g(x) = g0 + g1x + · · · + gnx

n with g0 > 0 by setting hk =
∑k

i=0 gick−i for
k = 0, 1, . . . , n with c0 = 1 and 0 =

∑k
i=0 gick−i for k > n. We then express the even indexed ci

in terms of the odd index ones. After this stage, the hk’s involve only c1, c3, . . . , cn−1 (or up to
cn if n is odd.) We pick random values for these ci’s satisfying these constraints.

Example 3. For the data in Example 2, we considered the experimental evaluation of A2. The
initial vector X0 = (x0, x1, x2, x3, x4)

t was generated by picking xi independently and uniformly
in the range 0 < xi <

√
G0. Following that the algorithm jumps to the next initial vector using

the ideas presented above. The average number of iterations to converge to the strictly Hurwitz
polynomial within a tolerance of 0.001 was 2, with a standard deviation of 1.

4.2 A linear algebraic property

Given a real polynomial g(x) = g0 + g1x + · · · + gnx
n of degree n, we briefly consider the

problem of constructing a new polynomial h(x) = h0 + h1x+ · · ·+ hnx
n whose roots depend on

the roots of g, without actually finding the roots themselves. Without loss of generality, gn = 1.
Suppose the roots of g are β1, . . . , βn and the required roots of h are p(β1), . . . , p(βn) for

some polynomial p. Consider the companion matrix of g defined by

C =


0 1 0 0

0 0 1 0
...

. . .
...

0 1

−g0 −g1 · · · −gn−1
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The characteristic polynomial of C is det(xI − C) = g(x). Then h can be expressed in terms of
only the coefficients of g as det(xI− p(C)) = h(x) without calculating the zeros β1, . . . , βn. For
example for g(x) = g0 + g1x+ x2 with zeros β1, β2,

C =

[
0 1

−g0 −g1

]
and the characteristic polynomial of C2 − 3C has zeros β2

1 − 3β1, β
2
2 − 3β2. We compute

C2 − 3C =

[
0 −2

3g0 + g20 3g1 + g21

]
and therefore

h(x) = det(

[
x 2

−3g0 − g20 x− 3g1 − g21

]
) = 2g0(3+ g0) − g1(3+ g1)x+ x2 .

The reason for this is that C is similar to an upper triangular matrix with β1, . . . , βn on the
diagonal [4],

BCB−1 =


β1

0 β2 ∗
...

. . .
0 . . . 0 βn

 , so that Bp(C)B−1 =


p(β1)
0 p(β2) ∗
...

. . .
0 . . . 0 p(βn)

 .

Functions other than polynomials can be used for p (e.g. mixtures of exponential and certain
rational functions). However for this approach to work, each βi must be transformed by the
same function p. We only want to change the sign of one of the βi at a time.

Let I(i) be the matrix that is obtained from the identity matrix by changing the ith 1 to a
−1. We would like to construct the matrix si(C) such that

Bsi(C)B
−1 = I(i)BCB−1. (12)

Then the characteristic polynomial of si(C) has zeros β1, . . . , βi−1,−βi, βi+1, . . . , βn. >From
(12), si(C) = BI(i)B−1C. If b1, . . . , bn are the column vectors of B and c1, . . . , cn are the row
vectors of B−1, then si(C) and C are related by

si(C) = (I− 2bici)C . (13)

We do not need the matrix B exactly (this may involve finding eigenvalues, which are not per-
mitted in this approach). The characteristic polynomial of the perturbed matrix in (13) will be
used as a starting point for the next iteration of Newton’s method, so bi and ci and the outer
product bici can be approximate.

5 Conclusions and further work

We have proposed a stable factorization procedure generate strictly Hurwitz polynomial from
a given strictly positive even polynomial. The factorization process is carried out directly to find
the solution of a set of quadratic equations in many variables employing Newton’s method.

It is hoped that the method presented in this paper generalizes to two-variable polynomials.
This would make possible the generation of scattering Hurwitz polynomials, which are the two-
dimensional analogues of strict Hurwitz polynomials.
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Abstract: Information and Communication Technologies (ICT) have created
best conditions for grows of knowledge societies. An emerging global informa-
tion society serves to building global knowledge societies as source for further
development. Conventional paradigms of sciences starts to be more blemish
and prone to redefinition of there foundations, understood as scientific knowl-
edge. The perspective of knowledge and ideals of rationality are both heavily
influenced by a new contemporary scientific thinking, through tools, inherent
of autonomy and uncertainty. A new understanding of the world in terms of
open dynamic heterogeneous uncertain systems is needed. Among the con-
clusions: classical rational reasoning is mainly aiming at effectiveness, not at
uncertain knowledge processing, because of its temporality (mainly its ineffec-
tiveness in dealing with future events); a bounded-rationality approach enables
both, better economic models and better modelling, being based on trends in
economic modelling as well as on agent-oriented software engineering.
Keywords: knowledge society paradigms, bounded rationality, "just in time"
paradigm, uncertain knowledge processing.

1 Introduction

The approach proposed in this paper, trials to a better reaction to uncertain and rapidly
changing environments as result of ICT implications in the "grows of economy". As far target
the paper has three specific aims: (a) Showing that both bounded rationality and agents are, at
the same time, unavoidable restrictions, and valuable means when developing applications. (b)
Underlining the inadequacy of conventional formal methods with algorithm-based computational
techniques applied in AI, in general but firstly for treating uncertainty in applications. (c)
Outlining, on this groundwork, an agent-oriented approach to combine synergistically bounded
rationality and agents in modelling.

In a society that strives to be progressively technically, technology is becoming a tool for so-
cial interaction bridging the strands between online and offline activities, respectively, digital and
social behaviour. Studies demonstrate clearly that the Information and Communication Tech-
nologies (ICT) experienced in people’s everyday life sets a milestone for an active participation
in the Knowledge Society (KS) development [9].

The "Lisbon Strategy", developed by the European Council for the time period 2000-2010,
aims to make the EU "the most dynamic and competitive knowledge-based economy in the world
capable of sustainable economic growth with more and better jobs and greater social cohesion,

Copyright c⃝ 2006-2010 by CCC Publications
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and respect for the environment by 2010" [20] [9] by considering an economic, a social and an
environmental pillar.

Information Society policies address core objectives of the Lisbon Strategy: drive productivity
growth, create an open and competitive digital economy, and stimulate innovation to tackle
changes of globalization and demographic change.

ICT affects economic performance by driving innovation through investment in ICT; improv-
ing business processes and reduce companies administration costs; increasing efficiency in public
administration; enhance productivity grow and create new markets.

For the period beyond 2010 the EU develops a new strategy to make a recovery from financial
crises and speed up towards a greener, more sustainable and innovative economy. In a formal
"Consultation on The Future "EU 2020" Strategy" [9] [20] the EU Commission considers that the
key drivers of EU 2020 should be focused on the following thematic: Creating value by basing
growth on knowledge; Empowering people in inclusive societies; and creating a competitive,
connected and greener economy.

Conventional paradigms of sciences starts to be more blemish and prone to redefinition of
there foundations understood as scientific knowledge. Accepted aspects are questioned and
relocate the place of man in the world. The perspective of knowledge and ideals of rationality
are both heavily influenced by a new contemporary scientific thinking, through tools, inherent
of autonomy and uncertainty.

Innovative theoretical solutions, such as the approach of complexity, change old fashion mod-
els of rationality. [15] [16] The new rationality prioritizes the view of complexity as an essential
characteristic of the surrounding reality (social and non-social). The classical ideal of rationality
is centred on the supremacy of reason, which is to be overcome by the approach of complexity.
A new understanding of the world in terms of dynamic systems is needed, where interaction
between the elements of the system and the environment rules.

For the society, education systems are institutional spaces for generation and transmission of
complex knowledge. A premise for a global knowledge based society is an adequate amount of
highly qualified scientists. The Universities have been aware in the last decades to expend access
to higher education. Beside the need fore more graduates (this objective has reached a significant
progress since 2000, increasing the number of Mathematics, Science and Technology graduates,
by more then 25%. [9]), an even more important issue is to assure that after graduating, lifelong
learning takes place in work and leisure time.

The insertions of new ICT and artificial intelligence in the human society, together with the
promotion through the Lisbon objectives, have reached, in the last century, every area of human
activities, from education and economy to political systems. If we endeavour to undertake any
kind of professional research and development (R&D), we have to analyze the applicability and
changes brought us through them.

Premises for the research described here, as well as for other research surveyed in this paper:
a) In the last decade most non-trivial IT applications are meant for, and hosted by, open,
dynamic, and uncertain environments. b) Ever more services have to be provided in line with the
"just in time" (JIT) paradigm; c) developing applications for JIT services implies both bounded
rationality (fact of life) and artificial intelligence (powerful IT instrument) as cardinal design-
space dimensions. [3] [22] [8] The basic idea is that the dynamics of every facet of our society
(first of all, economy) are so intense that no field of study could afford a slower development
pace.

Present-day IT environments, except for some irrelevant applications, move fast from limited,
homogeneous, changing slowly, deterministic (even if partly approximated or even unknown)
towards (OHDUE). That means: "open and heterogeneous (the resources involved are unalike
and their availability is not warranted), dynamic (the pace of exogenous and endogenous changes
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is high) and uncertain (both information and its processing rules are revisable, fuzzy, uncertain
and intrinsically non-deterministic" [22] [8] - as most environmental and almost all human stimuli
generators).

This paper is organized as follows: After summarizing the history of the undertaking and
revising basic concepts, (Section 2), its rationale and approach are outlined in (Section 3) together
with considerations highlighting the disadvantages of conventional IT, because of inadequate
interaction in dynamic environments. Decision making in from the perspective of bounded
rationality is suggested. Conclusions and future work (Section 6) close the paper.

2 History and basic concepts

Conventional IT undertakings relaying on formal methods of computation used for modelling
economic systems [10], showed the limitations of the conceptual bases. The rather rigid char-
acter and incapability to adapt over time to a rapid changing environmental context, has been
addressed afterwards by introducing "total fuzzy grammars" [12].

Trying to manage non deterministic intelligent systems, from economic modelling [12] [10] to
natural language processing for ChatBots [11], with intrinsic deterministic tools, proved the be
inadequate of this kind endower. Tools unable to deal with a certain degree of uncertainty are
not worth to be considered in any kind of modelling real life scenarios.

The approach from [22] addresses bounded-rationality and enables better economic modelling,
being based on trends in economic modelling as well as on agent-oriented software engineering.

Uncertainty was analyzed with regard to approximation and undecidability [22] [3] and em-
phasis that they are two incommensurable kinds of uncertainty: approximation is deterministic
and atemporal and undecidability is nondeterministic and has basic temporal dimension. Thus,
approximation aims at optimization and efficiency and doesn’t fit as instrument for uncertainty.
On the other hand, undecidability has to deal with future events in any decision making pro-
cess and can not be treated exclusively through approximation or other conventional prediction
methods (probabilistic, stochastic, etc.)

Research directions on non-algorithmic approaches begun in 2007 and have the role to support
the approach in this paper. Since the conclusions from [21] [4] are general, they can be easily
adapted to real world applications by further investigations and development.

Information and knowledge. The essence of communication in KS is the message to
be transmitted. To clarify the meaning used in this paper, of three overlapping and often
misleadingly used concepts, regarding message transmission, we consider answering the following
questions: What is (will be) passing through modern electronic pipelines? Data, Information or
Knowledge?

Data alone caries no meaning and as such represents the lowest level of abstraction. It is used
as carrier for collections of numbers, characters, images, bits and bytes etc. Data represents "qual-
itative or quantitative attributes of a variable or set of variables" (http://en.wikipedia.org/wiki/Data).
For data to become information they have to be interpreted in such way that it gets associated
with a meaning. Information bears a diversity of meanings from everyday usage to technical
settings and is depending on the context of use. Hence, we can see it as second level of abstract
while the highest one will be knowledge.

According to Oxford English Dictionary, knowledge is defined as: a) expertise, and skills
acquired by a person through experience or education; the theoretical or practical understanding
of a subject, (2) what is known in a particular field or in total; facts and information; c) awareness
or familiarity gained by experience of a fact or situation. Though, the defining of knowledge is
subject for several ongoing philosophical debates.
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Putting al three terms together we can say that information is the result of processing data
such that it enlarges the knowledge of a person. Therefore, trough the pipelines are passing a
mix of all three, decisive being the nature of sender and receiver.

Information and knowledge society. Information Society refers to a society where in-
formation and ICT are explicitly ruling. A common vision on the Information Society, "where
everyone can create, access, utilize and share information and knowledge, enabling individuals,
communities and peoples to achieve their full potential in promoting their sustainable develop-
ment and improving their quality of life...", was settled by the World Summit on the Information
Society (WSIS, Declaration of Principals, Geneva phase 2003).

The idea of Information Society is based on technological breakthroughs while the Knowledge
society encompasses much broader social, ethical and political dimensions.

Historically, the Information Society concept was overtaken rapidly by the idea of the Knowl-
edge Society. The main issues of settling for the idea of Knowledge Society were that the Infor-
mation Society was to restricted for policy and knowledge is more usable than information.

"Knowledge is today recognized as the object of huge economic, political and cultural stakes,
to the point of justifiably qualifying the societies currently emerging." [25] A KS is "a society
that creates shares and uses knowledge for the prosperity and well-being of its people".

New dynamics have emerge since the "Third Industrial Revolution" (that of new technologies)
and constantly evolved from education, science and technique to cultural aspects. Knowledge is
central to these changes. The need for an accepted diversity means that knowledge societies will
have to be societies of shared knowledge. ICT, especially by the emergence of the internet to a
public network, carries new opportunities for a universal access to knowledge. Consequently, it
is unacceptable that ICT should lead to a fatalistic technological determinism.

The changes in sciences and implicitly in everyday life produced a revolution in the conception
of man by the means of how to regard and produce knowledge and sciences. The long term
impact of ICT to knowledge production is described by Manuel Castells as "application of such
knowledge to knowledge generation and information processing/communication devices, in a
cumulative feedback loop between innovation and the uses of innovation." [18]

3 Rationale and Approach

The acknowledgement of the systemic nature of the world implies a vision of the complex
reality together with there diverse interrelationships. It is necessary to adopt methods which
allow working from a holistic perspective in order to address adequately complex problems.

Now, more then ever, in the Knowledge Society, any activity is affected in one way ore another
by ICT tools. Scientists are able to create state of the art technologies designed for collaboration
and transdisciplinarity.

The paper proposes an approach for achieving and promoting the Lisbon objectives through
the ICT perspective by narrowing the gape between the technologic perspective and the an-
thropocentric one. In this endower we consider three paradigms as main pillars for sustainable
development in new societies:

• Open Heterogeneous Dynamic Uncertain Environment (OHDUE) - as natural real world
environment;

• Bounded Rationality (BR) - as kind of rationality in decision making;
• Just in time paradigm (JIT) - as limit of perception.
We concentrate now on ICT paradigms impulsed by the Lisbon objectives to absorb the

speed of change in/for the KS, to sustain the pillars considered above. Since the required change
of mentality is profound and urgent, the approach must avoid "solutions in search of a prob-
lem". Hence, total pragmatism to begin with: a) To validate the approach - at least in ovo - a
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relevant, cardinal, and for the most part ill-defined real-world problem is focused on: decision
making in economic modelling. b) The solution must reduce complexity: b1) cognitive; that
means obvious functionality, no sophisticated concepts or instruments (agents, temporal logics,
explicit uncertain information processing, computability theory and computational complexity
theory, Bayesian methods, certainty factors, etc.); b2) structural; that means simple mechanisms,
immediate applicability in current designs; conventional software engineering. [8]

IT paradigms shift from "client-server" to "computing as interaction". However, since the
prevalence of older paradigms are still active and the issue is central to this paper, a historical
perspective is helpful: For over 40 years, determinism and bivalent logic were the pillars of
Computer Science; likewise, algorithms were the backbone of computer programs, complying
with their etymon: pro-gramma = what is written in advance. When early real-time applications
(firstly, operating systems) required less autistic programs, algorithms tried to adapt accepting
"unsolicited input", to fit the incipient non-determinism due to user free will. Bivalence not only
survived, but also, strongly backed by hardware, grew in importance. In the early 70’s, the role of
bivalent logic transcended the borders of narrow data processing, penetrating "Computer-Aided
x", where x stays for almost any intellectual activity (including decision-making). [22] [5]

Uncertainty as epistemic concept. The relationship between uncertainty and non-determinism
is intricate but irrelevant in decision-making context, because uncertainty can appear in deter-
ministic problems too (playing chess is a manifest example: certainty about the best move is
given up to speed - better said, to inexorable time restrictions). Thus, research can avoid non-
determinism and focus only on uncertainty, its species and degrees. Due to its vital role in any
kind of decision-making, a subsection in [7] is dedicated to this topic.

Uncertain knowledge processing. Since "in the knowledge-based process planning system, the
attribute values are usually miscellaneous, heterogeneous and uncertain" and in "manufacturing
process planning, experts often make decisions based on different decision thresholds under uncer-
tainty [...], a novel approach to integrating fuzzy clustering is proposed" in [28] able to "discover
association rules more effectively and practically in process planning with such thresholds".

Due to the characteristics of this century, when speed and efficiency are vital in all fields of
interest, decision making plays an important role in almost every domain of human activity. In
such tasks, alternatives are considered and there outcomes are measured until a certain threshold
is reached, at which time the solution is found. Human do not use explicit probabilistic/stochastic
thinking when they make time constrained decisions [22] [3] [8].

Undecidability. Definitions on the Web: a) "property of knowledge representation language
that the truth of some of the true statements within that language cannot be established by
any algorithm" (www.dbmi.columbia. edu/homepages/wandong/KR/krglossary.html); b) "Un-
decidable has more than one meaning in mathematical logic: b1) A decision problem is called
(recursively) undecidable if no algorithm can decide it, such as for Turing’s halting problem. b2)
"Undecidable" is sometimes used as a synonym of "independent", where a formula in mathe-
matical logic is independent of a logical theory if neither that formula nor its negation can be
proved within the theory." (en.wikipedia.org/wiki/Undecidability). Obviously such definitions
are too "full of mathematics" to be thoroughly comprehended in common decision-making. On
the contrary, the definition "Within a system, a statement is said to be undecidable when it
cannot be shown to be either true or false." (ddi.cs.uni-potsdam.de/Lehre/TuringLectures/Math
Notions.htm is relevant for this paper. Indeed, even when the fact that accurate numeric data
are hard to get is accepted, the emphasis is on approximated, predicted, evaluated by rule of
thumb, or even on intrinsically fuzzy data, rather than on missing ones (lacking sensor or mar-
ket information, delayed previous decisions, server crash etc.). However, decisions are difficult
because a relevant event not happened yet, not because a result is imprecise.

Approximation. A web definition of approximation states "inexact representation of some-



Bounded Rationality Through the Filter of the Lisbon Objectives 715

thing that is still close enough to be useful. Although approximation is most often applied to
numbers, it is also frequently applied to such things as mathematical functions, shapes, and phys-
ical laws." (en.wikipedia.org/wiki/Approximation). These definition is relevant as regards: a)
both the commonsensical and the scientific (mainly, mathematical) meanings of approximation;
b) its role as degree of uncertainty (as "measure" of: imprecision, difference between a reported
value and a real one, possible error or range of error, etc.); c) its major function as optimization
tool. Indeed, approximation, seen as a "don’t care"-like uncertainty, can speed up remarkably
data processing in key IT subdomains (e.g., image processing, form and motion recognition,
surface design, web classification, networks). [3] [22] But on the other hand: approximation is
inherently unsuitable for "don’t know" - like uncertainty, not even in deterministic contexts. [8]

Bounded Rationality. The very principle of bounded rationality had been developed a half-
century ago by the Chicago School and endorsed brilliantly by Simon [24]. Rubinstein describes
"models in which procedural aspects of decision making are explicitly included" in [23]. Kah-
neman received a Nobel Prize for seeing bounded rationality as a means to improve economic
modelling [16] linking it to psychological processes or to communication faults that could explain
(or not) ill-applied statistical thinking in decision-making. Gigerenzer proposed alternatives for
decision making, based on simple heuristics [15] that "lead to better decisions than the theo-
retically optimal procedure" (en.wikipedia.org/wiki/Bounded rationality); for instance, priority
heuristics [18]). A more recent advance by Edward Tsang presents the Rubinstein approach in a
computational point of view, referred as CIDER (Computational Intelligence Determines Effec-
tive Rationality) theory. This way of interpreting BR enables to reason about economic systems
when the full rationality assumption is relaxed. [26]

The problem is that none of the aspects mentioned above are taken into account sufficiently,
neither in economic modelling, nor in decision-making. Moreover, ignoring the fact that bounded
rationality is "a form of behaviour associated with uncertainty where individuals do not examine
every possible option open to them" (www.pestmanagement.co.uk/lib/glossary/glossary_b.shtml),
the mathematical tools still recommended for modelling economic processes (taking place in
OHDUE) are ill-applied when they try to deal with undecidability and complexity.

Bounded rationality is defined as concept that decision makers (irrespective of their level of
intelligence) have to work under three unavoidable constraints: (a) only limited, often unreliable,
information is available regarding possible alternatives and their consequences; (b) human mind
has only limited capacity to evaluate and process the information that is available, and (c) only
a limited amount of time is available to make a decision.

Therefore even individuals who intend to make rational choices are bound to make satisfying
(rather than maximizing or optimizing) choices in complex situations. Consequently, considering
bounded rationality in modelling, would have two convergent, major beneficial effects: reducing
attempts in the counterproductive direction (i.e., treating undecidability) and promoting efforts
in the valuable course (i.e., offering "just in time" answers). Thus, the paradox of approximation
complexity in modelling would fade away.

Inaccurate complexity management. Due the growing information complexity encountered in
every research fields, machine learning techniques gain increasing popularity. Software tools (like
Weka and RapidMiner) offer state of the art feature selection techniques and a large number of
similarity functions allowing clustering and instance based learning techniques, respectively to
deal with height dimensional domains. When complexity is overwhelming (requiring unaffordable
resources), instead of simplifying the model, subsymbolic paradigms - mainly artificial neural
networks (ANN) or evolutionary algorithms (EA) - are used, ignoring their general weaknesses (no
explanations, weak convergence, poor reliability because of inadequate exploitation/exploration
ratio) or specific ones: need for training example sets (for ANN) or endogamic limitation (for
EA). For instance, what responsible human will make critical (e.g., macroeconomic) decisions
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without any justification?
Modern Artificial Intelligence. In an historical early phase of intelligent system development,

when expert systems based on the Newell-Simon hypothesis ("A physical symbol system has
the necessary and sufficient means for general intelligent action") where "on vogue", they start
to disappoint in all nuances of the world. A prompt reaction upon the limits of the symbolic
paradigm came timely by replacing "GOFA" (Good Old-Fashioned AI) with "BIC" (Biologically
Inspired Computing). Bringing all paradigms together, "modern artificial interlace" means now
agents [17] [29] [1]. By a formal standard [14] the agent is now acknowledged as process.

The user impact of agent technology through ICTs [6] [5] breaks up from reversing the three
questions: "What for?" - the aim; "What?" - the architecture; "How?" - the structure. Redressing
the balance from an end user viewpoint to a user centered one, the three questions become a
different interpretation: "What for?" - to get easy and fast help; "What?" - new applications
domains become affordable; "How?" - by imposing user needs and not ICT ones. "Technological
determinism" for "technology pushed" users is not distinctive for agents, it is just a matter of
impact measurement.

4 Conclusions and future work

In the last century we witnessed an explosive growth in the number and diversity of networked
devices and portals as main communication channels bringing a height degree of mobility, hetero-
geneity, and interactions among devices connected to global networks. Knowledge is the engine
for sustainable growth. In a fast-changing world, what makes the difference is education and re-
search, innovation and creativity. Building on its strengths in technology and knowledge, Europe
should tap fully the potential of the digital economy.

Economic models cannot anymore avoid the consequences of bounded rationality. It has to
accept undecidability as concept and to resort to approximation as means. To be relevant, the
endower should always address real world problems and not artificially models born and living
in abstracted laboratory simulated conditions.

Software agents will be seamlessly integrated in our everyday life and therefore they have to
constantly sense and react to the environment. Great opportunities for agent oriented software
architecture are opened by the dynamic and heterogeneous environmental character.

Negative impacts of ICTs are partially rooted in the uncertainty coming from the inability
to assimilate the complexity, diversity, magnitude and space of the ICT world. Positive impacts
increase the possibility of communication by significantly widening the filed of existing applica-
tions and facilitates the emergence of new ones. In this context, the negative or positive impact
is wrongly attributed to the technology itself, and rather to there applications.

The gape between the user expectations and the technological offer is deepened due insuffi-
cient innovation and lake in use of new agent oriented potential.

The future research will focus on agent oriented software engineering as powerful just in time
solution in an environment striving toward a knowledge society, where traditional rationality has
to be replaced (ore at least heavily supported) by bounded rational approaches, in order to be
able dealing with the increasing complexity of real life scenarios.
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Abstract: In this paper we present an original implementation of a homoge-
neous algorithm for motion estimation and compensation in image sequences,
by using Cellular Neural Networks (CNN). The CNN has been proven their
efficiency in real-time image processing, because they can be implemented on
a CNN chip or they can be emulated on Field Programmable Gate Array
(FPGA). The motion information is obtained by using a CNN implementation
of the well-known Horn & Schunck method. This information is further used
in a CNN implementation of a motion-compensation method. Through our
algorithm we obtain a homogeneous implementation for real-time applications
in artificial vision or medical imaging. The algorithm is illustrated on some
classical sequences and the results confirm the validity of our algorithm.
Keywords: cellular neural networks, motion estimation, Horn & Schunck
method.

1 Introduction

The motion estimation and compensation algorithms were developed for different applications
as artificial vision, video information compression, medical imaging, digital and high-definition
television, video-telephony, virtual-reality and multimedia techniques. Motion estimation allows
one to reduce the temporal redundancy in a sequence of images in order to reduce the trans-
mission rate and has been widely used in television signal coding (e.g. motion-compensated
(MC) prediction, MC interpolation) and videoconference services [1]. To avoid this limitation
in this paper we propose a fully parallel solution in order to realize the motion estimation and
compensation, using CNN [2], as a competing alternative to classical computational techniques.
The advantage of the algorithms that can be implemented on CNNs is that these kinds of neural
networks already exists in hardware version [3], [4] and thus we can obtain real-time applica-
tions. In our case, because the motion estimation and compensation methods have generally a
great computational cost, we develop homogeneous algorithms (that is the estimation part and
compensation part are implemented in the CNN environment) for real-time applications that
can be after that applied in artificial vision or medical imaging. After a small introduction, in
the second part of this paper we present an overview of motion estimation and compensation
methods, followed by a section that presents the CNN implementation of the Horn and Schunck
motion estimation method and a section that presents the CNN implementation of the motion
compensation. In the section dedicated to experimental results we present results that confirm
the validity of our algorithm and we finalize our paper with a section of conclusions giving also
some perspectives to our work.

Copyright c⃝ 2006-2010 by CCC Publications
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2 Overview on motion estimation and compensation methods

The most used motion estimation methods are [5]:

• differential methods (or gradient methods); in this case the motion being estimated based
on the spatial and temporal gradients of images [6], [7], [1];

• block-based methods (or correlative methods). These methods could be classified in phase-
correlation methods and block-matching methods. In the case of phase-correlation meth-
ods, the motion is estimated based on the Fourier phase-difference between two blocks
from two successive images. These methods are less used in practice because of the high
noise-sensitivity. In the case of block-matching methods the location of the block (in the
following or previous images) that best matches the reference block in the current image
is searched, based on a certain matching or difference criteria. Both methods are usually
applied in the case of a translation movement, but could be also adapted for other spatial
models of the movement [8].

The principle of almost all motion estimation methods is that the brightness intensity of
each pixel is constant along the motion trajectory or is modifying in a predictable way. This
hypothesis of brightness intensity preservation of each point (x,y,t) along the motion trajectory
can be expressed through the equation of Displaced Frame Difference (DFD), between the t and
t− 1 = t− ∆t instants [9]:

DFD(x, y) = Φ(x− dx, y− dy, t− dt) −Φ(x, y, t), (1)

where Φ(x, y, t) denote the brightness distribution of the image at the moment t and d =
[dx, dy]T is the displacement vector between the moments t and t ′ = t − ∆t (dx and dy being
the displacement vectors on x and y direction, respectively).

Differential motion estimation methods are based on spatial and temporal gradients of a
sequence of images. If the brightness intensity of a pixel is not varying in time, then dΦ/dt =
Φt = 0 [1]. The first order Taylor development of this last relation, has as result the “equation of
movement constraint” EMC (or “optical flow equation” OFE) that links the spatial and temporal
gradients of brightness intensity [9]:

∂Φ

∂x

∂x

∂t
+

∂Φ

∂y

∂y

∂t
+

∂Φ

∂t
= 0. (2)

We can rewrite:
Φx · νx +Φy · νy +Φt = 0, (3)

where Φx and Φy are the spatial gradients, Φt is the temporal gradient of the brightness intensity
and νx = dx/dt, νy = dy/dt are the velocities on x and y directions [1].

As it can be observed in eq. 3, the optical flow equation has two unknowns (νx, νy), hence
the system is under-determined leading to an ill-posed issue. In order to obtain both movement
components (νx, νy), it has to be introduced a second constraint, to obtain a fully determined
system (two equations with two unknowns). One of the possible constraints is offered by the
well-known Horn & Schunck motion estimation method [1], which assumes that all the neighbor
pixels have similar movement (we say that the velocity field is uniform or smooth). It results
that it has to be minimized an energy:

E2 = E2
flow + γE2

uniformity (4)

The first term correspond to the difference related to the projection of the velocity vectors on
the spatial gradient (as in the EMC) and the second term correspond to the difference related
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to a smooth field, g being the weighting term between the two terms. The uniformity constrain
is expressed by the equation:

E2
uniformity =

(
∂νx

∂x
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+

(
∂νx

∂y

)2

+

(
∂νy

∂x

)2

+

(
∂νy

∂y

)2

(5)

E2
flow =

(
Φx · νx +Φy · νy +Φt

)2

(6)

The solution is obtained after a Gauss-Seidel minimization [1]. Equation 6 will be minimized
when the error (that means the difference between two successive values of (νx, νy), will be con-
sidered as being the minimal or when the maximum chosen number of iterations will be reached.
This method is not limited to translations as block-matching method and the computations are
shorter, but the movement amplitude has to be small (less than three pixels) because of the
considerations regarding Taylor development. The solution to avoid the constraint regarding
small amplitude of movement is to use the multi-resolution technique [1]. Using two consecutive
frames (Φi(x, y, ti) and Φf(x, y, tf)) of a sequence (Fig. 1), after the application of a motion
estimation algorithm, as Horn and Schunck method, for each pixel it results an estimation of
its movement in the both two directions (x,y) of the system of co-ordinates that is attached to
image plane.

Figure 1: The illustration of motion compensation.

The purpose of motion compensation is that based on estimated motion information and
starting from a reference image (the initial image Φi, in Fig. 1) to obtain an estimation of the
real comparison image (the final image Φf) that was used in the process of motion estimation [10].

3 The CNN implementation of the Horn & Schunck motion esti-
mation method

Regarding CNN gray-scale image processing generally, variational computing based template
design is possible if the design constrains are respected [11], [12]. In order to analytically de-
termine the template, cost functions or energies are used in the designing step. An important
designing aspect is represented by the way to associate each energy function with one of the A,
B, C or D template, as well as the way to chose the layers number of the CNN. Taking into
account the characteristics of the existing CNN chip it is recommended to use only mono-layer
CNN and only A and B templates. In the cost functions some weights can be introduced in
order to maintain the state values in the linear zone of the state-output transfer characteristic.
The motion estimation results using the two images, Φ1(x, y, t) and Φ2(x, y, t+∆t), a two-layer
CNN structure and the Hosch.tem (see Fig. 2). After the cost function minimization [13], for
the Hosch.tem it results:

• polarization images Z1 = ΦxΦt and Z2 = ΦyΦt,
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Figure 2: Two-layer CNN structure for the proposed Horn & Schunck motion estimation method.

• nonlinear templates A1 and A2:

0 a 0
a 1-4a a
0 a 0

where the parameter a also includes the γ parameter from the equation (6), obviously weighted
with the constants that results at the energy minimization. Nonlinear D− type template D is:

0 0 0
0 dkl 0
0 0 0

where each element dkl is expressed as follows: d11(νx) = (Φx)2 · νx, d21(νy) = ΦxΦy · νy,
d22(νy) = (Φy)2 · νy, and d12(νx) = ΦxΦy · νx, respectively.

In Fig. 3 the images with the estimated motion in the case of the “taxi” real sequence are
presented. The first two images represent two images of the well-known sequence in motion
estimation reference, “Hamburg-taxi”, and in the last two images the motion νx and νy (or
displacement) images are presented. The two last images represent the displacement in the two
spatial directions. The combination between these two images could be also represented as a
single image with vectors corresponding to the displacement of each pixel of the reference image,
as we will present in the section presenting other experimental results. For a better visualization,
the motion images, νx and νy, are not calibrated in the CNN domain. If we want to use these
images in image compensation we have to calibrate them in the CNN domain [−1,+1].

Figure 3: Two images of the Hamburg-taxi real sequence, used in our experiments.
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4 The CNN implementation of motion compensation

In order to develop a motion compensation algorithm that can be directly implemented on
a CNN chip, we have to decompose such an algorithm as elementary steps that can be then
implemented on the existing hardware. As a result of the motion estimation process, a pixel
could be stationary or can change its position in one of the eight elementary directions: N, N-E,
E, S-E, S, S-W, W, N-W. After the application of a motion estimation technique, the pixels
of the intermediary image frame Φ(x, y, t), that corresponds to any given moment t ∈ (ti, tf),
could be classified in the following categories (see Fig. 1), where t is the time-position of the
intermediary image, between the initial image and the final image:

• Pixels of “a” type that has an identical position in the two consecutive images. These pixels
does not change, at a given moment t ∈ (ti, tf), neither their positions nor their values;

• Pixels of “b” type, that will moves as a result of the fact that the corresponding pixels in
the two images that contains the motion information has a value greater than a current
elementary value (that could be view as a quantum or a threshold). The value of these pixels
is not changing, but inserting intermediary images between the initial and final image, Φi

and Φf, their positions are changing successively with one elementary value (one quantum)
corresponding to the spatial discretization. The maximum number of intermediary images
that could be inserted equals the maximum number of elementary values (quantum) that
could be identified in the images that contains motion (or displacement) information;

• Pixels of “c” type are those pixels that will change their values because will be covered by
the pixels that will arrive in that position, overlapping the initial pixel:

c(t) = shift(b(t)) (7)

• Pixels of “d ” type, with unknown values, that are the result of the displacement of “b”
type pixels, that liberates a location but there is no pixel arriving in that location. In each
step of the movement, the value of these pixels could be determined through spatial CNN
spline-cubic interpolation [10]:

d(t) = ⌊d(t− 1) · c(t) + b(t) · c(t)⌋ · b(1) (8)

• Pixels of “e” type that at the current time during the processing will have the same value
as in the initial image Φi, due to the movement of the pixels (arrivals and departures of
the pixels). The values of these pixels will be restored from the initial image:

e(t) = c(t− 1) · b(t) · c(t) · d(t) (9)

Each intermediary step has as result an associate image and to create this intermediary
image it has to be done the following operations:

• determine the “c” type pixels, that is the displacement with one pixel in the direction
resulting from the motion information;

• interpolation, in order to determine the values of unknown pixels, that is the “d ” type
pixels.

For each intermediary image, the value of a pixel results after the determination of the type of
that pixel. The state of a pixel could change during the processing. The initial and final image,
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Φi and Φf, and the images that contain the motion information have the same dimensions. In
this paper, all images are converted to standard CNN gray-scale images, taking values between -1
to +1 (see Fig. 5). The convention is that pixels with negative value are coding a displacement
to the left (Fig. 5 a) or to up, respectively (Fig. 5 b) and the pixels having positive values are
coding the displacements to the right (Fig. 5 a) or to down, respectively (Fig. 5 b). The values
of the pixels coding the motion are multiples of the minimum detectable value of the motion. In
order to detect the pixels that will change their position and to move the pixels, the treshold.tem
and shift.tem templates family are used [14]. The determination of the value of pixels of “d ”
type could be made for each intermediate image or only to the final image. In order to avoid
the modification of the pixels of “a” type or in order to restore the pixels of “e” type, some
mask-images are created during the processing, using the equations (7), (8) and (9).

Figure 4: Conventions in the images containing the motion information.

5 Experimental results

In this section some experimental results obtained by using the "CadetWin" (CNN Appli-
cation Development Environment and Toolkit under Windows [14]) are presented. The images
containing the motion estimation, νx and νy, are calibrated in the CNN domain [−1,+1]. The
processing time depends on the number of interpolations and on the number of the motion esti-
mation quantum, that results after spatial discretization, that is on the total number of images
inserted between the initial and final image, Φi and Φf. Due to parallel processing, this total
processing time is independent by the dimensions of the original images or by the number of
moving pixels. In order to illustrate the implemented method in the case of real images and in
the case of a complex movement, starting from an initial image of a well-known “tennis-table”
sequence, we have simulated a complex motion, using the Free Form Deformation principle,
resulting (see Fig. 5) three real images of a sequence (Φ1, Φ2, Φ3). In Figure 5 we also repre-
sented the “Motion Estimation Field” obtained after applying our CNN implementation of the
Horn and Schunck motion estimation method. Starting from the first image of the real sequence
(Φ1) and this “Motion Estimation Field” we can obtain the “Motion Compensated image” (Φ̂2),
that represent an estimation of the real image (Φ2).

As it can be observed, the biggest errors between the real image and the motion compen-
sated image (Φ2 − Φ̂2) are located in the region with a high gradient of intensity that usually
corresponds to the regions with different motion. Another cause oh these errors could also be
the discrete nature of the image spatial support and the interpolations that are necessary.

6 Conclusions

Generally, in the case of serial implementation of a motion compensation algorithm, the
processing time depends on the image dimensions. In the case of our CNN motion estimation
and compensation algorithm, that uses only 3×3 linear templates, the algorithm can be directly
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Figure 5: Motion estimation and compensation using CNN: principle and results.

implemented on the CNN-Universal Chip [4] and thus the image processing become completely
parallel. The advantage of using the CNN hardware platform is that the total processing time
doesn’t depend on image dimensions, being dependent only on the number of displacement steps
that has to be performed and thus we can obtain real-time applications with applications in
artificial vision and medical imaging. Taking into account that our CNN motion estimation and
compensation algorithm is based on the cost functions minimization (usually partially differential
equations) resulting nonlinear templates, our attention is focused on the FPGA implementation
of our algorithm, on a digital emulator of the CNN [11], [12].
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Abstract: Peer-to-Peer streaming is an effectual and promising way to dis-
tribute media content. In a mesh-based system, pull method is the conventional
scheduling way. But pull method often suffers from long transmission delay. In
this paper, we present a novel sub-stream-oriented low delay scheduling strat-
egy under the push-pull hybrid framework. First the sub-stream scheduling
problem is transformed into the matching problem of the weighted bipartite
graph. Then we present a minimum delay, maximum matching algorithm. Not
only the maximum matching is maintained, but also the transmission delay of
each sub-stream is as low as possible. Simulation result shows that our method
can greatly reduce the transmission delay.
Keywords: P2P streaming, scheduling, sub-stream, weighted bipartite graph,
matching

1 Introduction

The emerging peer-to-peer (P2P) systems have appeared to be the most promising driving
force for video streaming over the Internet. By distributing the workload to a large number of
low-cost computing hosts such as PCs and workstations, one can eliminate the need for a costly
centralized server and at the same time improve the system’s scalability. There are already
commercial products emerging, e.g., PPLive [1], CoolStreaming [3].

Any P2P streaming system consists of two distinct but related components: (i) an Overlay
Con- struction mechanism, and (ii) a Content Scheduling mechanism. To improve the perfor-
mance of P2P streaming systems, many studies focus on the overlay construction. However,
the content scheduling mechanism also has greatly impaction on the performance. Carefully
designed scheduling mechanism could have a better tradeoff among maximum streaming rate,
minimum transmitting delay and control overhead. The overlay construction falls into two cat-
egories: tree(s) and mesh. In the mesh overlay, the pull method which is very similar to that of
Bit-Torrent protocol [2]is widely used. Recent result [5]shows that the protocol of unstructured
mesh overlay outperforms the traditional multi-tree approaches much in many aspects.

Several media content scheduling mechanisms for mesh-based system have been proposed.
CoolStreaming/DONet [3] and Chainsaw [4] proposes pull-based scheduling framework. JM
Li [6] designs a scheduling algorithm to manipulate the order of data blocks to improve the
transmission efficiency in P2P streaming system. M Zhang [7] defines priorities for different
blocks according to their rarity property and their emergency property, and tries to maximize
the average priority sum of each node. Based on the traffic from each neighbor, a node in
GridMedia [8] subscribes the pushing packets from its neighbors at the end of each time interval.
Pulsar [9] combines push-based operations along a structured overlay with flexibility of pull
operations. LStreaming [10] uses sub-streams in the push-pull streaming system.

Copyright c⃝ 2006-2010 by CCC Publications
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This paper presents an effectual content scheduling strategy which can largely reduce the
content transmission delay meanwhile remaining the main advantage of the pure pull method.
First, the original stream is divided into k sub-streams, and each sub-stream has the same rate.
A node requests one sub-stream instead of one content block from its neighbors. Then the
sub-stream scheduling problem is transformed into the matching problem of weighted bipartite
graph. The well known Hungarian Algorithm which solves the maximum matching problem is
ameliorated. Not only maximum matching is reserved by the new improved algorithm, but also
the transmission delay of each sub-stream is as low as possible. The main difference between our
scheme and LStreaming is the choice of available neighbors.

The following paper is organized as follows: Section 2 describes our motivation. In Section
3, we present our algorithm for the sub-stream scheduling problem. Simulation result shows In
Section 4. Finally, we conclude our work in Section 5.

2 Motivation

2.1 Delay analysis of the pull-based scheduling strategy

The main drawback of pull-based scheduling strategy is that content blocks suffer from long
delay. Now we give a quantitative analysis showing why this strategy resulting in long transmis-
sion delay. In such system, the media content is divided into equal size blocks, each of which
has a unique sequence number. Every node (including the source node) periodically broadcasts
all of its neighbors a bit vector called Buffer Map (BM) which represents the availability of
useful blocks in its buffer pool. According to the announcement, each node decides from which
neighbor to ask for which blocks, and periodically sends requests to its neighbors for the desired
blocks. When a neighbor receives the request, it puts the desired blocks into its output queue,
waiting to send out. For the efficiency of information exchange, BM and requests will only be
sent periodically so that dozens of packets can be mapped into a single packet. We denote the
interval between two buffer map packets or two request packets as T .

Figure 1 shows a typical process that a content block goes from one node to a neighbor. At
the time t1, a fresh block arrives in node A. Because the BM packets will only be sent at the
beginning of each time slot, the useful information will wait until the time t2, when a new time
slot begins. After a period of time td1, at the time t3, the BM packet reaches at node B. Time td1
contains two components: propagation latency and transmit latency. The propagation latency
lies on the length of links between node A and node B, while the transmit latency lies on the
length of packet and the available bandwidth. The width of the shadow represents the transmit
latency. Because the length of BM and request packets is small, we ignore the latency. At the
time t3, node B would make a design whether or not to request the fresh block from node A. As
the same reason, node B sends the request packet at the time t4. At the time t5, node A receives
the request packet, and then it puts the fresh block to the output queue. After a queue delay
tw, the fresh block is sent out. Because the length of content block is large, we can’t ignore the
transmit latency of the packet. At the time t7, the fresh block is received by node B. Now we
can compute the one hop delay, which is the interval between the time t1 and t7. Apparently,
tp and tr are uniform random variable on the length T of time slot, and they are independent.
Their average values are both T/2. We suppose the packet with largest waiting time will be sent
first, the blocks before the time t1 reached at node A at the same time slot will be sent before
the fresh block, so the queue delay tw is T − tp. Thus, the average latency t1−delay for one packet
in one hop can be computed as

t1−delay = E[tp + td1 + tr + td2 + tw + td3] =
3T

2
+ 3td +

l

u
(1)
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Where td is the average end-to-end delay, and l is the length of content block, and u is the
average upload bandwidth of nodes.

Figure 1: one hop latency

2.2 Using sub-stream to reduce the one hop latency t1−delay

We can reduce the latency by adopting a shorter cycle T ′, but this will bring in more infor-
mation packets. Meanwhile the three end-to-end delays can’t be avoidable. A naive solution is
that when node A receives the fresh content block, it directly sends it to node B. In this case, the
one hop latency is only td+

l
u

. But node B may receive repeated blocks from different neighbors
under blind packets scheduling. An efficient way is that node A sends specifically sub-stream(s)
to node B, while other neighbors send another sub-stream(s) to node B. Different sub-streams
are not intersected. Node B decides to subscribe which sub-stream from which neighbor, and
requests for sub-stream(s) instead of content block(s). Theoretically, node B requests for sub-
stream(s) only once, and then just waits to receive media content. Figure 2 shows the creation

Figure 2: content blocks in different sub-streams Figure 3: the information peerp collects

of sub-streams. The original media content is divided into blocks with equal size, and each block
has a unique sequence number, counting from number 1. Suppose we divide the original stream
into k sub-streams, then what content blocks each sub-stream has is expressly described in figure
2. Which sub-stream a content block with sequence number m belonging to is determined by
the following function f(m).

f(m) =

{
m mod k if x mod k ̸= 0

k else
(2)

3 Sub-stream Scheduling

In our framework, participating peers adopt gossip protocol to self-organize into unstructured
mesh overlay. In this section, we study the problem of sub-stream scheduling, that is to say a
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node subscribe which sub-stream from which neighbor. We suppose in the initial period, the
node uses pull-based method to get the content blocks. After that, push-based method works.

3.1 Exchanging information

Peers periodically broadcast sub-stream information and available upload bandwidth to
neighbors. The period can be long, because other cases may trigger a node to broadcast the
information or send the information to chosen neighbors. When a node joins the system, all of
its neighbors send information packets to it actively. The information includes the sub-streams
the neighbor can provide {sij}, latency of each sub-stream from the source to the neighbor {hij}
and the available upload bandwidth of the neighbor {ci}. sij =1 presents neighbori can provide
sub− streamj, else sij = 0. hij presents the number of hops of sub− streamj from the source
to neighbori. If sij = 0 then hij = +∞. ci is not the real bandwidth, but it presents the multi-
ples of one sub-stream rate. For example, neighbori’s available upload bandwidth can support
transmitting two sub-streams to local node, then ci = 2. After a short period, the local node gets
information from all of its neighbors. Suppose the original stream is divided into 4 sub-streams.
Figure 3 shows the information that peerp collects from all of its neighbors. The information
on the left side of every connection presents the sub-streams neighbors can provide and their
latency starting from the stream source node, while the number on the right side presents how
many sub-streams the neighbor’s available upload bandwidth can support. For example, in fig-
ure 3, neighbor p1 can provide sub-stream 1, 2, 3 respectively, and the corresponding latency is
3, 4, 4 hops respectively. Meanwhile the available bandwidth between p1 and p can support 2
sub-streams.

3.2 Constructing weighted bipartite graph

More than one neighbors can provide the same sub-stream, so we should make a decision
which neighbor is more suitable as a provider for one sub-stream. Here we transform the sub-
stream scheduling problem into the matching problem of weighted bipartite graph. First, we
construct the weighted bipartite graph, according to the information collecting from neighbors.
The weighted bipartite graph can be expressed by a quadruple group G = (X, Y, E, W), where
X presents the set of sub-stream providers, Y presents the set of sub-streams, E presents the set
of connections between X and Y, and W presents set of weight on each connection. There is
at most one connection between any two elements in X and Y respectively. So if a neighbor’s
upload bandwidth can support several sub-streams, we should characterize this situation in our
bipartite graph. Here, we allow same elements to coexist in set X to deal with this situation.
If neighbori’s available upload bandwidth can support c sub-streams, then we copy c same
elements of neighbori into set X. When all neighbors are put into set X, we complete the
construction of set X. Next we build the connections between X and Y. If any element x∈ X

can provide sub-stream y∈ Y, then a connection element e = (x, y) is added into connection set
E. The corresponding weight of connection e is the hops of sub-stream y from stream source to
provider x. We use the example in figure 3 to illustrate the construction of weighted bipartite
graph. Neighbor p1’s available upload bandwidth can support 2 sub-streams, so there are 2
p1 elements in the set X, as shown in figure 4. Neighbor p1 can provide sub-stream 1, 2, 3
respectively, and the corresponding latency is 3, 4, 4 hops respectively. Accordingly, in the
weighted bipartite graph, both of the two provider p1 have connections with sub-stream 1, 2,
3 respectively, and the weight on each connection is 3, 4, 4 respectively. The whole weighted
bipartite graph transformed from figure 3 is shown in figure 4. The number on each edge presents
the weight of each edge.
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3.3 Minimum delay, maximum matching algorithm (MDMMA)

After the weighted bipartite graph has been constructed, we try to find the best matching.
Here we mainly consider two targets: first, more sub-streams should be transmitted in parallel,
because this can make use of peers’ upload bandwidth as much as possible, speeding up the
transmission of the media content; second, hops of each sub-stream from source to the node
should be as little as possible, because this can lead to lower delay. Existent matching algorithms
of bipartite graph only care one of the two targets. In this paper, we enhance the Hungarian

Algorithm which is the well known algorithm to solve the maximum matching of bipartite graph.
The ameliorated Hungarian algorithm first insures that the matching is the maximum matching,
and then it tries to find the lowest latency matching. The algorithm in detail is described in
table 1.

The main changes occur in step 1.2 and step 1.4. In step 1.2, when there are several candidate
"uncheck" providers, we choose the provider whose connected edge has the minimum weight.
In step 1.4, to find the augment chain, we start from the vertex whose connected edge has the
minimum weight, making sure that the edge with the lowest weight is put into the matching.
Although the running time of the algorithm is O(n3), n is usually is less than 30, so the peer
can find the appropriate neighbors quickly.
Table 1 Min Delay Max Matching Algorithm
Min Delay Max Matching
input G = (X, Y, E,W)
output M

0 set M = ϕ , and set all vertexes in G with no label.
1.1 let S = {x/x ∈ X, and exist y ∈ Y, (x, y) ∈ M}. if X/S = ϕ , then finish;

else label every elements x ∈ X/S with "-1" and "uncheck".
1.2 if all x ∈ X is checked, finish;

else choose the "uncheck" xi whose connected edge has the minimum weight.
1.3 if all y ∈ {y/y ∈ Y, and (xi, y) ∈ E} have been labeled,

then label xi with "checked", goto step 1.2.
1.4 let P = {y/y ∈ Y, and (xi, y) ∈ E, and y is not labeled}, label all y ∈ P with "i".

let Q = {y/y ∈ Y, and exist x ∈ X, (x, y) ∈ M}.
if P/Q ̸= ϕ, then choose yj ∈ P/Q whose connected edge has the minimum weight, goto step 2;
else for every yj ∈ P, label xp((xp, yj) ∈ M) with "j" and "unchecke", label xi with "checked",
goto step 1.2.

2 find the augment chain C starting from yj until found x(∈ S) with label "-1", M = M⊕ C,
cancel labels of all vertex in G, goto step 1.1.

Figure 4: weighted bipartite graph Figure 5: min delay, max matching

The ameliorated Hungarian algorithm is heuristic. It can insure that the matching is
the maximum matching, but it can’t insure that the matching is minimum delay matching
theoretically. Applying the Min Delay Max Matching Algorithm to the weighted bipartite graph
in figure 4, we get the following matching as shown in figure 5. According to the result, neighbor
p1 provide sub-stream 1, 2 to peer p, and neighbor p3 provides sub-stream 3, 4 to peer p
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respectively.

3.4 Broadcasting new sub-stream information

When a node decides to subscribe which sub-stream from which neighbor, it sends sub-stream
request to the appointed neighbor. If the neighbor rejects the request, it cuts the matching
connections in the weighted bipartite graph, and finds another provider with lowest latency. It
requests again until it subscribe the sub-stream successfully or there is no useful connection.
Then it broadcasts the subscribed sub-streams to its neighbors. The hop of each sub-stream in
the information packets is adding the accepted hops by 1. When a neighbor accepts the request,
it sends out the content blocks belonging to the desired sub-stream in the push window. If there
is sub-stream(s) which can’t find proper provider, the node should find more new neighbors.

3.5 Other discussion

Monitor neighbor’s available upload bandwidth. We measure the interval of con-
secutive packets of the same sub-stream monitor neighbor’s upload bandwidth. If the interval
remains changeless (or change slightly), we suppose the bandwidth of the neighbor is affluent. If
the interval changes greatly, we suppose the bandwidth of the neighbor is deficient. The rational
reason behind this conclusion is that: if the bandwidth is affluent, there will no queue in the
neighbors, little burst will happen, so the interval is changeless; if the bandwidth is deficient,
burst will often happen, which leading to changing intervals.

Request missing blocks from neighbors with affluent bandwidth. Packets in trans-
mission may be lost. When the missing content blocks enter into the pull widow, we request the
block explicitly from the neighbor with affluent available upload bandwidth.

Sub-stream re-scheduling. Due to network dynamics, neighbors’ upload capacity may
fluctuate. When a neighbor is not competent as a sub-stream provider, a new provider should be
chosen. Also we choose the appropriate provider from the neighbors with affluent. The neighbor
who can provide sub-stream with fewer hops has higher priority.

4 Performance Evaluation

4.1 Simulation settings

We use the random model of GT-ITM [11] to generate the underlying topology with 5000
routers. Each link transmitting delay is set with a uniform random variable within [10ms, 100ms].
We randomly choose 2000 routers and connect one peer with one router. A peer randomly selects
10 to 15 other nodes as its neighbors to construct the mesh overlay. We set the playback rate of
the original stream is 512kbps, and divide the stream into 32 sub-streams, each sub-stream with
rate of 16kbps. The size of each content block is 1k bytes. The upload capacity of video source
is 5 Mbps. All peers are assumed to be DSL users with three type of available upload bandwidth
of 1 Mbps, 512 kbps and 256 kbps. These three types of peer represent 15%, 60% and 35% of
the total peers. We suppose peer’s download capacity is infinite. We run the simulation in the
environment of Matlab7.0.

4.2 Simulation result

Here we compare our algorithm MDMMA with the pure pull-based method. We mainly care
about the transmission delay of the stream. Figure 6 shows the cumulative distribution function
of the content block transmission delay of the two methods in steady state. We can see that our
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Figure 6: content block transmission delay CDF

algorithm MDMMA reduce the transmission delay greatly. For example, when 90% of the nodes
get the content blocks, it only costs less than 50 seconds in our method, while in the push-based
method, it costs more than 80 seconds. We can conclude that our proposed method is much
better than pure pull-based method in the delay performance.

5 Conclusion

P2P streaming system consists of two components: (i) Overlay Construction Mechanism,
and (ii) Content Scheduling Mechanism. Studies show that mesh-based system is better than
tree-based system especially in high churn rate of node. In this paper, we present new scheduling
mechanism to improve the performance of mesh-based P2P streaming systems. Our contribu-
tion includes two folds: first, we transform the sub-stream scheduling problem into the matching
problem of the weighted bipartite graph; second, we present a minimum delay, maximum match-
ing algorithm. Not only the maximum matching is maintained, but also the transmission delay
of each sub-stream is as low as possible. Simulation shows that our method can reduce the
transmission delay greatly.
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Abstract: In this article we will try to explain how we can create a search
engine using the powerful MySQL full-text search. The ever increasing de-
mands of the web requires cheap and elaborate search options. One of the
most important issues for a search engine is to have the capacity to order its
results set as relevance and provide the user with suggestions in the case of a
spelling mistake or a small result set. In order to fulfill this request we thought
about using the powerful MySQL full-text search. This option is suitable for
small to medium scale websites. In order to provide sound like capabilities, a
second table containing a bag of words from the main table together with the
corresponding metaphone is created. When a suggestion is needed, this table
is interrogated for the metaphone of the searched word and the result set is
computed resulting a suggestion.
Keywords: full-text, search, MySQL, index, search engine, ranking, meta-
phone, Levenstein

1 Introduction

Before the advent of the search engine, users had to search manually through dozens or
hundreds of articles to find the ones that were right for them. Nowadays, in our more user-
centered world, we expect the results to come to the user, not the other way around. The search
engine gets the computer to do the work for the user.

Full-text search is widely used for various services of the Internet. A high-speed and a more
efficient full-text search technology are necessary because of the amount of increasing handled
document and corresponding document data every day [6].

According to the MySQL manual, full-text is a "natural language search"; the words are
indexed and appear to represent the row, using the columns you specified. As an example, if all
your rows contain "MySQL" then "MySQL" won’t match much. It’s not terribly unique, and it
would return too many results. However, if "MySQL" were present in only 5% of the rows, it
would return those rows because it doesn’t appear too often to be known as a keyword that’s
very used.

MySQL full-text search doesn’t have too many user-tunable parameters. If you want more
control over your search you will have to download the sources and compile them yourself after
you’ve made the changes you wanted. Anyway, MySQL full-text is tuned for best effectiveness.
Modifying the default behaviour in most cases can actually decrease effectiveness [1].

Our implementation comes to bring a plus of functionality to the basic search capabilities
that MySQL offers by returning better quality results to the user. For small data sets to be
searched, its performance can be easily compared with the one of the more advanced dedicated
full-text search engines.

Copyright c⃝ 2006-2010 by CCC Publications
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2 Full-Text Search

In text retrieval, full-text search refers to a technique for searching a computer-stored doc-
ument or database. In a full-text search, the search engine examines all of the words in every
stored document as it tries to match search words supplied by the user.

When dealing with a small number of documents it is possible for the full-text search engine
to directly scan the contents of the documents with each query, a strategy called serial scanning.
This is what some rudimentary tools, such as grep, do when searching.

However, when the number of documents to search is potentially large or the quantity of
search queries to perform is substantial, the problem of full-text search is often divided into two
tasks: indexing and searching. The indexing stage will scan the text of all the documents and
build a list of search terms, often called an index, but more correctly named a concordance. In
the search stage, when performing a specific query, only the index is referenced rather than the
text of the original documents. Some indexers also employ language-specific stemming on the
words being indexed, so for example any of the words "drives", "drove", or "driven" will be
recorded in the index under a single concept word "drive" [2].

Before passing on to the search, we would like to talk a little about how MySQL full-text
indexes work. A MySQL full-text query returns rows according to relevance. But what is
relevance? It is a floating-point number based on formulas. Researchers have shown that these
formulas produce results that real users want.

For every word that isn’t too short or isn’t a too common one, MySQL calculates a number
to determine its relevance inside the text. To be noticed that MySQL will not increase weight
if two keywords are close to each other. Local weight, global weight, and query weight are the
only things that matter. MySQL can work with stemming but as we’ve seen from different tests
it isn’t working very well, usually bombarding the user with tons of irrelevant results.

There are three formulas we have to mention for full-text index [3].
local weight = (log(dtf)+1)/sumdtf * U / (1+0.0115*U)
global weight = log((N-nf)/nf)
query weight = local weight * global weight * qf

where:
dtf - How many times the term appears in the row
sumdtf -The sum of "(log(dtf)+1)" for all terms in the same row
U - How many unique terms are in the row
N - How many rows are in the table
nf - How many rows contain the term
qf - How many times the term appears in the query

Notice that local weight depends on a straight multiplier, the term-within-row frequency
times the unique frequency.

But most simply: If a term appears many times in a row, the weight goes up.
Why does local weight depend on how many times the term is in the row? Think of the

document you are reading now. I inevitably mention "MySQL" and "full-text" several times.
That’s typical: if words appear several times, they are likely to be relevant.

Notice that global weight depends on an inverse multiplier, the count of rows MINUS the
count of rows that the term appears in. Put most simply: If a term appears in many rows, the
weight goes down.

To illustrate this better we’ve chosen to give a practical example. For this example, we’ve
used a smaller database in order to be able to calculate the relevancies. To see what is in a full-



Full-Text Search Engine using MySQL 737

text index, we can use the myisam_ftdump program. It comes with the standard distribution.
The name of owner table is demo and it is located in dmp database. The table consists in 2
columns, the second one being the one with full-text index.

In order to see the local weights of the different words we have to use the command dump
index. This command will return the data offsets and the word weights (Fig. 1).

Figure 1: Dump index

In order to see the global weights of the words we have to use the command calculate per-word
stats. This command will return for us a word count and the global weight (Fig. 2).

Figure 2: Calculate per-word stats

For the first formula: (log(dtf)+1)/sumdtf * U/(1+0.0115*U);
where Dtf is how many times the term appears in the row
"MySQL" appears 2 times in row 0
so log(dtf()+1) = 0.6931472 + 1 = 1.6931472
sumdtf - The sum of "(log(dtf)+1)" for all terms in the same row

"MySQL" appears 2 times in row 0, so add log(2)+1
"world" appears 1 times in row 0, so add log(1)+1
"popular" appears 1 times in row 0, so add log(1)+1
"open" appears 1 times in row 0, so add log(1)+1
"source" appears 1 times in row 0, so add log(1)+1
"database" appears 1 times in row 0, so add log(1)+1
"free " appears 1 times in row 0, so add log(1)+1

so sumdtf = log(2)+1 + (log(1)+1)*6 = 7.6931472
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U - How many unique terms are in the row there are 7 unique terms in row 0
so U/(1+0.115*U) = 7/(1+0.0115*7) = 6.478482

local weight = 1.6931472 / 7.6931472 * 6.478482= 1.4258175 (check Figure 2 for the first occur-
rence of the term “MySQL” * )

For the second formula: log((N-nf)/nf);
where:
N - How many rows are in the table; there are 4 rows in the ’demo’ table
nf - How many rows contain the term; the term "special" occurs in 3 rows

log((4-3)/3)= -1.0986123 (check Fig. 3 for the term “MySQL” ** )
Note that because this term appears in more than 50% of the rows it has a negative global
weight. In an actual search, this term will practically be ignored, only the adjacent terms being
representative.

3 Implementation

The primary table is the table where we keep all the data that has to be searched and ranked.
Also, from this table we will create later the “bag of words” together with their metaphones in
order to provide correction suggestions to the user. The primary table will consist of 6 columns,
the first one being the row id and the others all being meant for full-text search. The structure
of the table is:

ID - unique identifier for every row
URL - the URL where the text was taken from
TITLE - the title of the page the text was taken from
CONTENT - everything on the page that is not part of the formatting and functionality (only
text, no HTML or other scripts, including the dealers and strong text)
HEADERS - H1,... contents from the page. They will have higher relevancy than STRONG and
CONTENT but lower than URL and TITLE
STRONG - words that appear between B or STRONG tags. They will have higher relevancy
than ordinary text from CONTENT but lower than all the others.

During the construction of the table in the indexing process we decompose every page to
obtain the required fields. First we will obtain the URL and the TITLE fields. After we have
those two we can get rid off the head part of the web page and move on to the body. Before
parsing out the entire HTML and other script tags from the text, we will have to take out the
header and the strong keywords that will have a higher relevancy in our future search. After
we’ve done that we can parse all the remaining script tags and send the resulting data into the
MySQL database.

An improvement to this table would be a new column that contains all the keywords linking to
this page. This way you can extend the article relevancy behind the actual page. Those linking
keywords can be considered the ones between the anchor tag or the most relevant keywords
from that page (calculated by their density after we’ve previously removed the stop words) or
a combination of both. However, this approach requires many more pages to be scanned and
many of them could come from outside our website.

After the first indexing is complete we can create the full-text index on the table. From
now on we can make full-text searches on that table. Any new insert into the database will
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be attached on the fly internally by MySQL so that we don’t have to worry about this [9].
The SQL syntax for doing this is: ALTER TABLE ‘content‘ ADD FULLTEXT (‘url‘,‘title‘,
‘content‘,‘headers‘,‘strong‘)

Searching the database is not very hard. Actually we will only use a query to apply a search
on the database and let MySQL do the rest. It is a lot harder to determine the best values for
the weights of the results. Depending on those constants, we will have different search results as
we will show in the following examples.

In order to query the database we will use the following query. The query is virtually
composed of three parts. The first part is meant to determine the relevancies of every column in
part, the second one is meant for determining the matching rows and the last one is for ordering.
You can see the query in Fig. 3.

Figure 3: Search query

relUrl, relTitle, relContent, relHeaders and relStrong are the different relevancies returned
by MySQL after the preliminary search of every different column in part. The parameters U, T,
C, H and S represent the importance of those relevancies in part.

The query will execute like this: first, different relevancies will be returned from the search
on the individual columns. Those relevancies will be later used to calculate the order of the
results. After we have got the relevancies we have to move on to the retrieval of all the rows
that contain the terms that we searched. In order to do this we have to select all the matches
inside the text fields (‘content‘, ‘url‘, ‘title‘, ‘headers‘, ‘strong‘). Once we have those results we
will have to reorder them by relevance. In order to do this we will determine the ORDER BY
argument using the following formula.

relevance = relUrl *U + relTitle *T + relContent *C+ relHeaders *H+ relStrong *S

Figure 4: Relevance formula

The relevance for every column should be carefully selected in order to achieve the best result
order. The URL relevance is not so important in our opinion. We have added it because all
the big search engines have it. We will treat it as it would have the same relevance as the page
title. The next column on the relevance scale, after the URL and the Title would be the Headers
relevance.

Let’s think about a certainty search. We want to search for an article about “Mysql Fulltext”.
The script will first determine the pages that contain the keywords inside the Title and URL
of the page because those are the most suitable for us. The next in importance is the Headers
column.

The last two of the columns are the Content column and the Strong column. The Strong
column contains keywords that the writer of that page thought they are of a higher importance,
with strong relevance to the subject.
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The order of the relevancies is clear. The plain content relevance is the lower one, followed
by the keywords relevance (Strong), Headers, Title which is about the same to the URL rele-
vance. The problems appear when we have to determine the best magnitude for those relevance
parameters.

If the difference of the relevance parameters is too small, we will not have effective search
results ordering. But if we fall into the other side, we can provide excessive ordering based only
on the hierarchy we’ve determined for the parameters and less based on the relevancies of the
results.

A schematisation of the proposed indexing and search algorithm is provided below:
A) Indexing
1. The web page is processed by reading its contents.
2. The internal links from the page are determined.
3. The unique internal links and full page contents are inserted in a ’pages’ table.
4. The next link to follow is taken from the ’pages’ table and the new corresponding page is
processed by going to step 1, until there are no more unprocessed pages.
5. The ’pages’ table is processed to determine the page title, headings and strong text and the
results are placed in a new ’contents’ table.

B) Full-Text Search
1. Query the ’contents’ table against a search term.
2. Determine the relevancies of every column in part.
3. Determine the matching rows.
4. Order the results by relevance, calculated using the formula in Fig. 4. The parameters U, T,
C, H and S are chosen by us and they are an indicator of the importance of each of the relevancies
(URL, Title, Content, Headers and Strong Text).

4 Testing

To test the algorithm, we have set up a database of 320 MB (including data and index) and a
total number of 11,670 records. The database was built by indexing a subset of the wikipedia.com
website, using the indexing algorithm described in the previous section.

For testing purposes, we have chosen the following values for the U, T, C, H and S parameters.
The user can set his own values. A higher value means a higher importance of that element:
U=1.14, T=1.14, C=1, H=1.3, S=1.2

The testing process was done by asking different users to give ratings to each of the search
results. We have performed a total of 143 tests. The ratings given by the users proved that our
algorithm is more relevant than the default MySQL method by 19.47% .

Here are some examples of tests done with specific keywords:
Keyword: "programming"
Results: Our algorithm (the left panel) returned relevant results in positions 1 and 2 (an article
titled "Computer Programming" and another one "Application programming interface"). This
was because our algorithm assigned a higher importance to the page title and URL (1.14) than
the page contents (1). The right panel did not return many relevant results (a result which was
close to our expectations was in position 2, but it was not very specific because it was about a
specific programming language and not about programming languages in general).

Keyword: "universal serial bus"
Results: Our algorithm (the left panel) returned a relevant result in position 1 (an article titled
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"Universal Serial Bus"). The right panel did not return any relevant results (instead it returned
pages that contain "universal" only and not the whole search term).

5 Search Suggestions

In many cases, there appears the necessity to correct the spelling mistakes made by the users
when they don’t know exactly how to spell something or are just making a typing mistake. To
do this, we will have to give them the closest correct form that best matches the initial search.

Metaphone is a phonetic algorithm, an algorithm published in 1990 for indexing words by
their English pronunciation. The algorithm produces variable length keys as its output, as
opposed to Soundex’s fixed-length keys. Similar sounding words share the same keys.

Metaphone was developed by Lawrence Philips as a response to deficiencies in the Soundex
algorithm. It is more accurate than Soundex because it uses a larger set of rules for English
pronunciation. Metaphone is available as a built-in operator in a number of systems, including
later versions of PHP. The original author later produced a new version of the algorithm, which
he named Double Metaphone, that produces more accurate results than the original algorithm.
However I will use the first version of the script because it returns accurate enough keys with a
much better performance than the second one. [4]

In order to provide fast enough processing for the suggestions we will create a “bag of words”
containing all the distinct words contained inside the content column. For each one of them we
will attach the metaphone key. When a search is done we will select the candidates by calculating
the metaphone of every word inside the search string and select the matches inside the metaphone
table. After that operation we will have about 3 to 8 possible words to choose from.

The Levenshtein distance is defined as the minimal number of characters you have to replace,
insert or delete to transform str1 into str2 . The complexity of the algorithm is O(m*n), where
n and m are the length of str1 and str2 (rather good when compared to similar_text(), which is
O(max(n, m)**3), but still expensive).

In its simplest form the function will take only the two strings as parameters and will calculate
just the number of insert, replace and delete operations needed to transform str1 into str2. [5]

We will use this algorithm to determine the closest form from the list of candidates by se-
lecting the candidate with the smallest Levenshtein distance to the searched keyword. To be
noticed that this algorithm only works for word spelling mistakes. It does not work for mistakes
like missing space, or composed words.

Missing space example: “MySQLFultext” will not suggest “MySQL Fultext”
Composed words example: “Pine apple” will not suggest “Pineapple”

Although some of the suggestion results can be hidden from the users because of the use
of metaphone equivalence, this approach gives an incredible boost of performance. With a
suggestion table containing over 130,000 rows it would take way too long to determine the
Levensthein distance between the searched form and the correct form regarding the fact that,
as we have said before, the Levenshtein algorithm has a complexity O(m*n). In owner case we
would have a complexity O(m*n)*NrRows, where NrRows exceeds 130,000. Also, by applying
this direct approach, we wouldn’t solve the problems we’ve illustrated above.

By applying owner algorithm we can reduce the candidates from 130,000 to approximately
4-7 words. This represents a significant improvement of performance with only little disadvan-
tages. Furthermore, those disadvantages could be counteracted by completing the suggestion
table according to the newly searched term if the suggestion we provided is wrong and if there
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is a sufficient similarity between the previous and the actual search, similarity which can be
determined by dividing the Levenshtein distance with the string length.

A schematisation of the proposed search suggestions algorithm is provided below:
1. Create a table containing all the words in the contents column and their attached metaphone
keys.
2. The metaphone of the searched keyword is determined using the metaphone function [4].
3. The Levenshtein distance is calculated as in [5].
4. The word with the smallest Levenshtein distance is chosen.

6 Comparison with other similar technologies

In comparison with other similar technologies we have strong points and weak points at the
same time. It is impossible to have all of them at the same time and there has to be a compromise
between costs, speed, maintenance and quality of the results.

In comparison with MySQL basic full-text search we have the advantage of a better ordered
result set. However, this comes with the price of an increased search time because of the extra
computation needed for the relevance ordering, according to Fig. 4. Both methods have the
advantages of being free, with easy maintenance (the update of the full-text index is done on the
fly) and they don’t require special permissions on the server.

If we compare it with the free open-source SQL full-text search engine Sphinx, we can mention
other differences. The common part of the two solutions is that they are both free. The strong
points of our solution are that we have a better ordered result set and easier maintainability. The
strong point for Sphinx is the search speed making it suitable for searching bigger databases.
Another week point for Sphinx is the maintainability. The full-text index is not able to be
updated on the fly so that it has to be recomputed periodically, task that can take from 15
minutes for small databases to a few hours for large ones.

7 Conclusions

By using our implementation it is possible to offer a complete and powerful search option.
For the future, we would like to improve the search speed by using a dedicated full-text search
engine.

Another improvement we would like to implement would be a new parameter which will
determine the popularity of a result based on determining if a user found what he wanted or
not. This will use a combination of the time the user spent on that certain page divided by the
content length, how many times the user returned to this page or if a page is or is not a stop
page (which can indicate that the user found what he wanted to know).

Also, in addition to search, we would also like to implement high-speed insert and delete,
allowing full-text search to be used in the same way as other types of database search in which
data can be searched right after data is inserted [7].

Another idea for future improvement is handling scientific document searches, especially
mathematical text and mathematical operations [8].

For the suggestion tool we want to improve the algorithm in such a way to be able to correct
as many mistakes as possible.
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Abstract: The study of some typical complex computer simulations, pre-
senting one or more Complexity features, as the: a) symmetry breaking, b)
nonlinear properties, c) dissipative processes, d) high-logical depth, e) self-
organizing processes, etc allows to point out some several numerical artifacts,
namely the: (i) distortions, (ii) scattering, (iii) pseudo-convergence, (iv) insta-
bility, (v) mis-leading (false) symmetry-breaking simulations and others. The
detailed analysis of these artifacts allowed clarifying the numerical mechanisms
of some such artifacts, which can be named in following numerical phenomena,
because their basic features can be exactly predicted.
Keywords: Computer Simulations, Numerical Artifacts, Numerical Phenom-
ena, Self-organizing Processes.

1 Introduction

We live in a computerized world, our civilization being a "civilization of Computers". Taking
into account that computers control the work of all-present complex installations and devices, the
appearance (due to some numerical phenomena) of some important distortions of the simulated
processes lead usually to major failures of the technical installations. Particularly, the events
referring to the erroneous computer (numerical) simulation and design of the flight of the Patriot
Missile which failed (with disastrous results) - during the Gulf War in 1991 - to stop a Scud
Missile [1] and the self-destruction of the European Space Agency’s Ariane 5 rocket, at 37 seconds
after its launch [2], were both assigned to computer errors [3] and to their associated numerical
artifacts/artefacts/phenomena.

Given being the computer simulations are considerably cheaper than the experimental studies
and they allow the prediction of the physical systems behavior even in inaccessible conditions,
the computer simulations are widely used in technical studies. Because the modern (optimized)
technical systems are complex [4], the computer simulations are also complex, and - for this
reason - they generate specific numerical artifacts. In fact, there is a huge number of publications
reporting such phenomena (usually related to some complex numerical simulations), as it can be
easily found consulting some search systems, e.g. the Google system. As it results from Table 1,
even eliminating by the use of quotation marks (") the "parasitic" published works entitled as
numerical simulations of... boiling phenomena, etc, there remain very large numbers of published
works in these fields.

This work deals with the study of possibilities to discover the mechanisms of the artifacts
intervening in some complex simulations and to predict quantitatively the basic parameters of

Copyright c⃝ 2006-2010 by CCC Publications
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Topics No quotation marks With quotation marks,
e.g. "Numerical Artifacts"

Numerical Artifacts 1,180,000 9,370
Numerical Artefacts 126,000 2,440

Numerical Phenomena 4,160,000 1,340
Complex Simulations 3,000

Table 1: Numbers of published papers found by the Google search system (beginning of 2009)

the computer generating errors, transforming so the observed numerical artifacts/artefacts in
the so-called numerical phenomena. We have to underline from beginning that the discovery of
these mechanisms belong to the field of Numbers Theory and that many problems in the field
of Numbers Theory are extremely difficult. E.g., the statement of the (Pierre de) Fermat’s last
(greatest) theorem was published (after his death, by his eldest son - Clément Samuel Fermat)
in 1670 [4], but its solution was found only in 1995 [5] by the professor Andrew Wiles [6].

We will focus mainly to the study of the main features of the classical [7], [8] and of the newly
found [9], [10] numerical phenomena associated to the Finite Differences (FD) simulations [11]
of the pulses propagation through media with sharp interfaces and attenuative character, as well
as of other numerical methods (as the random walk method, the gradient one, etc), applied
to the study of different physical processes, as diffusion [12], [13], solitary wave propagation,
applications to the evaluation of the parameters of some physical systems, etc.

2 Symmetry breaking in some computing programs

2.1 Symmetry breaking of the wave equation in ideal media

The Finite Differences (FD) discretization of the wave equation in ideal media:

∂2w

∂t̃2
= V2

Φ

∂2w

∂x2
→ wt+1 +wt−1 − 2w

τ2
= V2

Φ

wi+1 +wi−1 − 2w

ϵ2
(1)

which is symmetrical relative to the space steps i− 1, i, i+ 1 and the time steps t− 1, t, t+ 1,
if the FD velocity and the wave propagation one are equal:

VFD =
ϵ

τ
= VΦ (2)

Defining the Courant’s number [7] by means of the relation:

C =
VΦ

VFD

(3)

one finds easily that if: (i) C > 1, there will intervene instabilities, because the FD schema
does not use all information received at the observation point (VΦ > VFD), (ii) C < 1, there
will intervene distortions, because for VΦ < VFD, the FD schema uses more information than it
receives, and this additional information acts as a jamming, (iii) C = 1, we have an ideal FD
schema (stable and convergent), because this schema has all necessary physical information and
nothing more! One finds that the symmetry breaking for values different than 1 of the Courant
number leads to the "classical" numerical phenomena.
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2.2 Symmetry breaking of the smoothing model of a sharp interface

Consider a sharp interface between 2 homogeneous elastic media. If the method of Finite
Differences (FD) is used, then - in order to avoid the use of Dirac function - a certain smoothing
of the sharp interface is necessary, spreading it over 2 or 3 FD nodes, whose indices i are denoted
as I− 1, I and I+ 1 (see Figure 1).

Figure 1: Smoothing models of the sharp 1-D interfaces (see also [14]-a).

Then the differential equation ρ(x)∂
2w
∂t̃2

= ∂
∂x

[
S(x)∂w

∂x

]
of the elastic pulses propagation

through an in-homogeneous medium becomes:

ρ̃i
wt+1 +wt−1 − 2w

τ2
=

⟨
∂S

∂x

⟩
i

wi+1 +wi−1

2ϵ
+ S̃i

wi+1 +wi−1 − 2w

ϵ2
. (4)

where ρ̃i = ⟨ρ⟩i, S̃i = ⟨S⟩i and
⟨
∂S
∂x

⟩
i

are the chosen average values around the FD node i.
The chosen expressions of these average values (see Table 2) can succeed or not to remake the
(apparent) symmetry of the propagation medium in the frame of the FD simulation; e.g., one
finds from the examination of Table 2, that all required expressions are symmetrical around the
sites I − 1, I and I + 1 for model 1, and around the sites I and I + 1 for model 2a, while this
general symmetry is not kept for all average expressions of models 2b, 3a and 3b.

That is why - while the smoothing models 1 and 2a ensure always stable and convergent
numerical simulations - for the smoothing models 2b 3a and 3b, respectively, there appear the
basic types of usual numerical artifacts [7, 8, 14]: a) the instability, b) the pseudo-convergence.
The plots of these numerical artifacts for the above-indicated 5 types of studied Finite Differ-
ences (FD) smoothing schemes (models), intended to the simulation of certain elastic pulses
propagation through complex materials are presented by Figures 2 and 3 below (see also [15]).

i ρ̃i S̃i
⟨
∂S
∂x

⟩
i

I− 1 I I+ 1 I− 1 I I+ 1
⟨
∂S
∂x

⟩
I−1

⟨
∂S
∂x

⟩
I

⟨
∂S
∂x

⟩
I+1

1 ρ ρ ′+ρ
2

ρ ′ S S+S ′

2
S ′ 0 S ′−S

ϵ
0

2a ρ 3ρ ′+ρ
4

3ρ ′+ρ
4

S 3S+S ′

4
S+3S ′

4
0 S ′−S

2ϵ
S ′−S
2ϵ

2b ρ ρ ρ ′ S S S ′ 0 S ′−S
2ϵ

S ′−S
2ϵ

3a ρ ρ ′+ρ
2

ρ ′ S S+S ′

2
S ′ S ′−S

4ϵ
S ′−S
ϵ

S ′−S
4ϵ

3b ρ ρ ′+ρ
2

ρ ′ 7S+S ′

8
S+S ′

2
S+7S ′

8
S ′−S
4ϵ

S ′−S
ϵ

S ′−S
4ϵ

Table 2: Expressions of the average values of the main elastic parameters for the basic smoothing
models of one-dimensional (1-D) interfaces (see also [14]-a)
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Figure 2: Plots of numerical simulations corresponding to different FD schemes (those of models
3a and 3b are pseudo-convergent, and unstable, respectively).

Figure 3: Convergent numerical simulations corresponding to models 1 and 2a, and pseudo-
convergent ones for models 2b, 3a.

One finds that while the instabilities can be easily detected and eliminated, the pseudo-
convergence is considerably more "dangerous", because: a) the pseudo-convergent simulations
have a right shape, while: b) the corresponding wrong displacement values can be considerably
more difficult observed, hence the pseudo-convergent simulations could be easily misleading.

3 Nonlinear properties of the propagation medium

It is well-known [7] that the computer rounding errors are amplified considerably in the frame
of some non-linear equations, as those corresponding to certain solitary waves, leading due to
some instability numerical artifacts (see Figure 4). Particularly, the Korteweg-de Vries equation:

∂u

∂t
= −v00u

′ − nuu ′ − d1u
′′′ (5)

can be discretized as:

f(i) = p(i)−γ · [a(i+ 1) − a(i− 1)]+α ·a(i) · [a(i− 1) − a(i+ 1)]+β · [a(i− 2) − a(i+ 2)] (6)

There were studied the numerical artifacts corresponding to the 2 main types of nonlinear
solitary waves (which can propagate keeping their shapes): the bell-shaped (or breathers) and
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Figure 4: FD simulation of a Korteweg-de Vries (KdV) solitary wave breather propagation

the kink-shaped waves [16]. Figures 4 and 5 present the basic numerical artifacts intervening in
the FD simulations of the breathers propagation (see also [17]).

While the artifacts intervening in the simulations of the KdV breathers propagation reduce
to a monotonic increase of distortions up to the appearance of the instability (Figure 4), the use
of the discrete version (DNLS) of the cubic nonlinear Schrödinger (NLS) equation to describe
the wave-guide arrays with saturable nonlinearity leads in certain conditions to the artefact
corresponding to the merging of two breathers with symmetry breaking (see Figure 5 and [17]).

Figure 5: The symmetry breaking artefact intervening in the merging (bound state formation)
of 2 symmetric SNLS breathers

4 Dissipative media

Because the modulus of the first solution of the attenuation-dispersion relation [15] is larger
than 1: |g1| = eϵE > 1, the FD schemes used for the simulation of the acoustic pulses propagation
in dissipative media are always unstable. There were pointed out also: (i) the instability of the
attenuated wave simulation, even for absolutely exact initial conditions, due to the generation of
the amplified wave (mathematically possible, but without a physical meaning) by the stochastic
local accumulation of some local "rounding" inaccuracies of the exact values corresponding to
such waves, acting as a self-organising process in the computing program run, as well as: (ii) the
extremely strong acceleration of the amplified wave generation when the complex wave-functions
are used (stability and convergence radii of the magnitude order of 1 dB or even smaller). The
introduction of some: (i) corrective measures (the use of some analytical expressions of some
partial derivatives, particularly), (ii) properly chosen effective parameters, allows the weakening
of these unpleasant numerical phenomena, ensuring stability and convergence radii of the mag-
nitude order of 100 dB [13], which represent sufficiently high values for accurate descriptions, by
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means of the finite difference method, of the cases of technical interest.

5 High Logical Depth

As it results from equation (1), the FD scheme of waves propagation in ideal media is not
too intricate, even if the Courant’s number is less than 1: C < 1. The repeated use [by a large
number (N > 105) of successive iterations, e.g. for simulations of the ultrasonic non-destructive
examinations of some industrial components] of this equation, leads however to the high logical
depth Complexity feature of the used computer program, and consequently to several numerical
artifacts indicated in the frame of Figure 6.

The expressions of the main limits are: xe = −Ct−2 3
√
t, xp = 1+C(t−1), Xp = N+C(t−1),

xn = Ct + N + 2 3
√
t, while for C ≈ 0.5 and N ≈ 71, the relative (to the incoming pulse one)

amplitudes of the echo pulses have the magnitude orders: 0.1 for the rectangular pulse, 0.01 for
the sine pulses, and 0.001 for the Gaussian pulses.

Figure 6: Structure of FD simulations of the propagation of pulses of different shapes

6 From the Numerical Artifacts to the Numerical Phenomena

6.1 Difficulties and main methods used to study the numerical artifact mech-
anisms

Because many problems in the field of Numbers Theory are extremely difficult, the aim of
this study is to point out the main features of the mechanisms leading to some numerical arti-
facts intervening in the computer simulations of pulses propagation. The accomplished analysis
pointed out that the main methods to study these numerical artifact mechanisms are the meth-
ods of the: a) FD transfer coefficients [18], b) Fourier’s representation of the exact solutions of
the discretized wave equation [19].

6.2 The method of transfer coefficients

In order to explain the results corresponding to the linear FD schemes, a partition of the
incoming pulse in N components of amplitudes (in the order of their incoming on the studied
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material) s1, s2, . . . , sN is considered. The amplitudes of the same components in the previous
time step are denoted by s ′1, s

′
2, . . . , s

′
N.

The transfer coefficients kti are defined by means of the expressions (4) of the displacement
wIt corresponding to the space site I at the moment (time step) t:

wIt =

N∑
j=1

kt,N+2+t−I−j · sj −
N∑
j=1

kt,N+t−I−j · s ′j (7)

A simplified definition of the transfer coefficients corresponds to the FD simulations with
equal values of the real phase speed VΦ and of the FD one: VFD = ϵ

τ
(i.e. for the value 1 of the

Courant number [7]: C = VΦ

VFD
), because then the pulse partition components at successive time

steps coincide: S ′
i = si (for any i = 1, 2, . . . ,N). In the particular case of a sharp 1-D interface

located in the site I, the transfer coefficients describing the transmitted wave are defined as [14]-a:

wI+1,t =

t−2∑
j=1

kjst−j−1 (8)

6.3 Fourier’s representation method of the exact solutions of the discretized
wave equation

The exact discrete solution of the wave equation is written by means of its Fourier expansion,
as:

wj,t =

∞∑
k=−∞Ck · [g(k)]t · eik·jϵ (9)

where g(k) is named the amplification factor. Introducing this expression in the wave equation,
one obtains the "attenuation-dispersion" relation:

g− 2+
1

g
= F(k · ϵ, VFD, w) (10)

where F(k · ϵ, VFD, w) is a specific function of the considered wave.
According to von Neumann’s theorem ( [19]-a, p. 42), the considered FD scheme will be

stable if both solutions of the algebraic equation (10) fulfil the requirement: |g1,2| ≤ 1, else this
scheme will be unstable.

6.4 Applications to the study of mechanisms of some numerical artifacts

The method of transfer coefficients. Appplying this method to the problem of sharp
interfaces (see Section 2a and Figures 1 - 3), we will find that the above indicated numerical
artifacts belong to the class of numerical phenomena, because they can be identified and described
starting from the values of the roots of the characteristic equation [15]:

ξ2 − (t_t1 + 2t_t2 + t0t1)ξ− t_t2 = 0. (11)

where: ti = ai−1bi − 1, while ai and bi are the coefficients of the FD wave equation (4):
wi,t+1 = aiwi+1,t +biwi−1,t −wi,t−1. One finds so that as |ξ| > 1 or |ξ| < 1, the used FD scheme
is unstable, or it is stable.

The method of Fourier’s representation. Using the above presented method of the
Fourier’s representation of the exact solutions to the problem of Korteweg-de Vries solitons
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(Section 3), one obtains the following expression [19]-b,c of the upper threshold (for the numerical
scheme stability) of the time step:

τmax =
ϵ

αA+ 4β

ϵ2

(12)

Our study [15] pointed out both the validity of the Vliegenthart condition (13), as well as
the monotonic improvement of the FD simulations accuracy as the representative point of the
FD steps ϵ, τ tends to the Vliegenthart’s boarder of the stability and instability regions.

One finds so that the stability field of the FD simulations of KdV solitons propagation is
rather broad. Because the size and borders of the stability domain depend on the: a) strongly
(e.g., in the case of some exponential dependencies) or weakly (as in the above studied case)
character of the nonlinear dependence, b) number of interacting system components.

7 Stability and Convergence Radii of Different Numerical
Schemes

The accomplished numerical studies [20], [21] have pointed out that, for given values of the
wave frequency (or wavelength) and of the tangent of mechanical losses, beginning from a certain
number of space (or time) steps xlim, one finds usually the appearance of large oscillations of the
simulated displacements, which lead quickly to instability. Because the instability is determined
by the value of the factor eEx and: E = k tan δ

2
, while the wave intensity is proportional to the

square of displacement: I ∝ w2, one finds that the measure (in deci-Bells) of the intensity level
corresponding to the stability field is:

⟨LI,stab⟩dB = 2 ⟨Lw,stab⟩dB = 20Exlim = 20kxlim tan
δ

2
= 40π

xlim

λ
tan

δ

2
. (13)

Of course, the decrease of the wave intensity corresponding to the stability field (limit) is:

Ilim

I0
= e−2Exlim = e

⟨LI,stab⟩
10 (14)

Table 3 synthesizes the obtained numerical results.

Type of the wave equation No. of numerical ⟨LI,stab⟩dB tlim
interactions (stability, life, steps)

Complex stiffness equation 12 0.0321 102
Complex stress relaxation time 10 4 12732
Complex wave-vector equation 8 20 63622
Space evolution Equation 6 40.476 128839
Real wave, equation 5 80.130 255062

Table 3: Stability radii and mean life of different numerical simulations [15].

8 Analysis of the Obtained Results for Different Studied Numer-
ical Schemes and Physical Processes

The obtained results (Tables 1 and 2) concerning the stability and convergence radii of
different numerical schemes intended to the computer simulation of certain physical processes
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(acoustic pulse propagation, diffusion with drift, absorption, etc) indicate the "accessible" logical
depths [22] of the specific studied physical problems, for each of the used numerical schemes.
These results present also a considerable importance for the choice and optimization of the
numerical schemes [23]. Certain numerical schemes, e.g. that corresponding to the complex
stiffness S̄ symmetric wave equation of the propagation in dissipative media:

ρ
∂2w̄

∂t ′2
= S̄

∂2w̄

∂x2
(15)

allow multiple solutions; using the FD descriptions: t ′ = tτ and: x = Iϵ (in terms of the time τ

and space ϵ steps) of the real time t and space coordinate x, these solutions can be written as:

w̄I,t = A · e±iωtτ · e±(E+ik)Iϵ (16)

Even if the initial conditions launch only the "direct" wave:

w̄dir.
I,t = A · e−EIϵ · ei(ωtτ+kIϵ) (17)

some random accumulations of the rounding errors intervening in the evaluation of the partial
derivatives produce a local ("spontaneous") generation of the inverse wave:

w̄inv.
I,t = A ′ · eEIϵ · ei(ωtτ+kIϵ) (18)

leading to the sudden apparition of instabilities.
One finds so that the numerical simulations of the waves propagation through dissipative

media lead to a typical problem of self-organizing systems, with a spontaneous symmetry break-
ing. This symmetry breaking corresponds to the "spontaneous" local generation of the inverse
wave, launched by the random accumulation of the "garbage" rounding errors and followed by
the transition between the attenuated wave and the apparently amplified wave, corresponding
to the "inverse" wave. The accomplished study (see Tables 1 and 2) points out that the "speed"
of this self-organization process crucially depends on the number and intensity of the numerical
"interactions" between the components (the values wI,t of the displacement in different sites I,
t of the FD grid) of the simulation process.

Because such numerical "interactions" are achieved mainly by the FD approximate expres-
sions of the partial derivatives, the "spontaneous" breaking of the symmetry appears quicker for
(in the decreasing order of importance):

• a) large numbers of displacement components involved in the expressions of partial deriva-
tives, e.g. when their expressions with 2 previous time steps (instead of those using an
only one previous time step) are used1:
ḟ(0) = −f(2τ) + 8f(τ) − 8f(−τ) + f(−2τ)/12τ,
f̈(0) = −f(2τ) + 16f(τ) − 30f(τ) + 16f(−τ) − (−2τ)/12τ2 when the instabilities appear af-
ter only few tens of iterations,

• presence and repeated "mixture" of the values of both real and pure imaginary parts of
the complex wave function (displacement) w̄,

• more parasitic solutions,

• more partial derivatives involved in the expression of the differential equation of the acoustic
pulse propagation.

1The formulae in more points are considerably more accurate for rather small numbers of iterations, but they
give rise later to spurious solutions and instability (see Table 1).
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For these reasons, the highest "accessible" logical depth [22] is reached (for the simulations
of the acoustic pulse propagation through attenuative media) for the numerical scheme using the
real wave function equation (see table reftab02), with the usual FD approximations of the first
2 order derivatives:

ḟ(0) =
f(τ) − f(−τ)

2τ
, f̈(0) =

f(τ) − 2f(0) + f(−τ)

τ2
. (19)

9 Conclusions and Future Works

The obtained results concerning the different numerical phenomena associated to the complex
computer simulations present a considerable importance for the choice and optimization of these
numerical schemes [23]. It was also found that some numerical simulations (e.g, those of the
acoustic pulse propagation through attenuative media) allow the study of some features of the
self-organizing systems (the "spontaneous" symmetry breaking, the influence of the interactions
between the system components on the "accessible" logical depth, etc).
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Abstract: The control problem of a class of hyper-redundant arms with con-
tinuum elements, with boundary measuring and control is discussed. First,
the dynamic model of the continuum arm is presented. The measuring sys-
tems are based on the film sensors that are placed at the terminal sub-regions
of the arm. The observers are proposed in order to reconstruct the full state
of the arm. A back-stepping method is used to design a boundary control
algorithm. Numerical simulations of the arm motion toward an imposed po-
sition are presented. An experimental platform shows the effectiveness of the
proposed methods.
Keywords: hyper-redundant system, distributed parameter system, observer,
control.

1 Introduction

The hyper-redundant arms are a class of manipulators that can achieve any position and
orientation in space. A special class of these robots is represented by the mechanical structures
with continuum elements described by distributed parameter model. The control of these sys-
tems is very complex and a great number of researchers have tried to offer solutions. In [2, 3],
Gravagne analyzed the kinematic models. Important results were obtained by Chirikjian and
Burdick [4], which laid the foundations for the kinematical theory of hyper-redundant robots.
Their results are based on a "backbone curve" that captures the robot’s macroscopic geometric
features. Mochiyama has also investigated the problem of controlling the shape of an HDOF rigid
- link robot with two-degree-of-freedom joints using spatial curves [5]. In other papers [6,7], sev-
eral technological solutions for actuators used in hyper-redundant structures are presented and
conventional control systems are introduced. In [8] control problem of a class that performs the
grasping function by coiling is discussed. A frequential stability criterion for the grasping control
problem is proposed in [9].

In this paper, control problem of a class of hyper-redundant arms with continuum elements,
with boundary measuring and control is discussed. The development of feedback controllers
and compensators for these models is a very complex problem. The difficulty is determined by
the complexity of the dynamic models expressed by partial differential equations and by the
observability problems in distributed parameter systems. An essential part of designing feedback
controllers for these models is designing practical controllers that are implementable. Standard
feedback control design assumes full-state feedback with measurements of the entire state. Recent

Copyright c⃝ 2006-2010 by CCC Publications
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advances in distributed sensor technology, as Polyvinylidene Fluoride film sensors [10], allow
ensuring a good quality of position measuring in distributed systems. However, the use of these
sensors on all surface of continuum arms, is not practical due to mechanical constraints. In fact,
the sensors are placed on the boundary of the elements. In this case, the development of the
state-feedback controllers needs to design state observers. The observability problems are solved
by an approach derived from the Luenberger observer type and the "back-stepping method"
developed in [11].

The paper is organized as follows: section II presents technological and theoretical prelim-
inaries, section III studies the dynamic model, section IV presents the control by boundary
observer, section V verifies the control laws by computer simulation and section VI presents an
experimental model.

2 Technological and Theoretical Preliminaries

The hyper-redundant technological models are complex structures that operate in 3D space,
but the control laws of the elements can be infer from the planar models. For this reason, the
model discussed in this paper is a 2D model.

The technological model basis is presented in Fig.1. It consists of a number (N) of continuum
segments, each segment having a layer structure that ensures the flexibility, the driving and
position measuring (Fig.2).

Figure 1:

The high flexibility is obtained by an elastic non-extensible backbone rod with distributed
damping and negligible shear effects.

The driving system consists by two antagonistic cable actuators that are connected at the
end of each segment and determine the bending of the arm.

The position measuring of the segment is obtained by an electro-active polymer curvature
sensor that is placed on the surface at the terminal sub-regions of each segment. These sensors
can measure the curvature on the boundary of the segment (s=0 or s=l). The essence of the
segment i is the backbone curve Ci.The length of each segment is l. The independent parameter
s is related to the arc-length from origin of the curve Ci, s ∈ Ω,Ω = [0, l]. The curvature of the
segment is [13] (Fig.3)

χ =
dϕ

ds
(2.1)

where

ϕ =
s

Rc
(2.2)
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Figure 2:

represents the angle of the current position and RC is the radix of the arc. We denote by
τ the equivalent moment at the end of the segment (s=l) exercised by the cable forces FA and
FB. The position of a point s on curve Ci is defined by the position vector r=r(s), s ∈ [0, l]
. For a dynamic motion, the time variable will be introduced, r=r(s,t) . The segment has the
elastic modules E, the moment of inertia I, the bending stiffness EI, the linear mass density ρ

and rotational inertial density Iρ.

Figure 3:

3 Dynamic model

The dynamic model of a segment can be derived from the Hamiltonian principle. Using the
same procedure as in[3] yields the partial differential equations of the arm segment,

Iρq̈+ b1q̇− EIqss + c1q = 0 (3.1)

with the initial and boundary conditions

q̇(0, s) = 0 (3.2)
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EIqs(t, l) = τ (3.3)

qs(t, 0) = 0 (3.4)

where q=q(t,s), q̇, qs, qss denote ∂q(t,s)
∂t

,
∂q(t,s)

∂s
,
∂2q(t,s)

∂s2
, respectively, b1 is the equivalent damp-

ing coefficient and c1 characterizes the elastic behavior.
The equations (3.1) - (3.4) can be rewritten as:

q̈ = aqss + bq̇+ cq (3.5)

qs(t, 0) = 0 (3.6)

qs(t, l) = d · τ (3.7)

q̇(0, s) = 0, s ∈ [0, l] (3.8)

where

a =
EI

Iρ
;b = −

b1

Iρ
; c = −

ci

Iρ
;d =

1

EI
(3.9)

The input of the system is represented by the moment τ applied at the boundary s=l of the
arm. The output is determined by the angle values measured by the sensor,

y(t) = q(0, t) (3.10)

or

y(t) = q(l, t) (3.11)

4 Control by boundary observer

We shall analyze two cases: 1) the measurement system allows to measure the angle at the
bottom end s=o; 2) the measurement system allows to measure the angle at the upper end s=l.
For the both cases, a regional boundary observer is introduced in order to reconstruct the state
in the domain and generate a full-state feedback.

4.1 Problem 1: q(t,0) is available for measurement (Fig.4)

The following observer is proposed:

¨̂q = aq̂ss + b ˙̂q+ cq̂+ k1(s)(q(t, 0) − q̂(t, 0)) (4.1)

q̂s(t, 0) = k0(q(t, 0) − q̂(t, 0)) (4.2)

q̂s(t, l) = d · τ (4.3)



Boundary Control by Boundary Observer for Hyper-redundant Robots 759

Figure 4:

˙̂q(0, l) = 0 (4.4)

where q̂=q̂(t,s) is the observer state and k1(s), ko are a function and a constant, respectively,
that define the observer parameters. The objective is to determine these parameters in order to
reconstruct the state in the domain, i.e., to find k1(s) and ko such that q̂ converges to q as time
goes to infinity.

An error variable q̃ is introduced

q̃ = q− q̂ (4.5)

and the error system will be:

¨̃q = aq̃ss + b ˙̃q+ cq̃− k1(s)q̃(t, 0) (4.6)

q̃s(t, 0) = −k0q̃(t, 0) (4.7)

q̃s(t, l) = 0 (4.8)

˙̃q(0, l) = 0 (4.9)

where

lim
t→∞ q̃(t, s) = 0, s ∈ [0, l] (4.10)

We consider that the desired states of the arm motion are given by the curve Cd,

Cd : (qd(s).s ∈ [0, l]) (4.11)

The control problem is to find the moment control law τ in order to achieve the desired state.
Control algorithm 1. The closed loop control law of the arm (3.5) - (3.8) with the boundary

observer (4.1) - (4.4) is given by

τ(t) = EI

(
−k(l, l)(q̂(t, l) − qd(l)) + qd

s (l) −

∫ l
0

ks(l, z)(q̂(t, z) − qd(z))dz

)
(4.12)

where k(s,z) is the solution of the following partial differential equations,
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−akss(s, z) + akzz(s, z) + ck(s, z) = 0 (4.13)

kss(s, s) =
c

2a
(l− s) (4.14)

with the boundary condition

k(l, z) = 0, z ∈ [0, l] (4.15)

and the observer parameters are defined by the equations

k0 = −k(0, 0) (4.16)

k1(s) = −akz(s, 0) −

∫ s
0

k1(z)k(s, z)dz (4.17)

Proof. See Appendix 1.

4.2 Problem 2: q(t,l) is available for measurement (Fig.5)

Figure 5:

The observer will be

¨̂q = aq̂ss + b ˙̂q+ cq̂+ k1(s)(q(t, l) − q̂(t, l)) (4.18)

with the boundary conditions

q̂s(t, 0) = q̂0 (4.19)

q̂s(t, l) = k0(q(t, l) − q̂(t, l)) + dτ (4.20)

˙̂q(0, 0) = 0 (4.21)

The error system has the form

¨̃q = aq̃ss + b ˙̃q+ cq̃− k1(s)q̃(t, l) (4.22)

q̃s(t, 0) = −q̂0 (4.23)
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q̃s(t, l) = −k0q̃(t, l) (4.24)

˙̃q(0, 0) = 0 (4.25)

Control algorithm 2. The closed loop control law of the arm (3.5) - (3.8) with the boundary
observer (4.17) - (4.20) is given by

τ(t) = EI(qd
s (l) − k(l, l)(qd(l) − q̂(t, l))) (4.26)

where k(s,z) is the solution of the following equations

akss(s, z) − akzz(s, z) + ck(s, z) = 0 (4.27)

k(s, s) =
c

2a
s (4.28)

with the boundary conditions

k(0, z) = 0, z ∈ [0, l] (4.29)

The observer parameters are obtained by solving the following equations

k0 = k(l, l) (4.30)

k1(s) = aks(s, l) +

∫ l
s

k1(z)k(s, z)dz (4.31)

Proof. See Appendix 2.

5 Simulation

A hyper-redundant manipulator control with continuum segments is simulated. The pa-
rameters of the arm were selected as: bending stiffness EI=1, rotational inertial density Iρ =
0.001kg ·m2, damping ratio 0.35 and elastic coefficient 4.8. These constants are realistic for long
thin backbone structures. The length of each segment is l=1.

Problem 1. q(t, 0) is available for measurement
The observer parameters k0, k1(s) are computed. First, a numerical solution for k(s,z) is

obtained by the integration of partial differential equation (4.13) with boundary conditions (4.14)
and (4.15). The result is presented in Fig.6.

Figure 6:
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The parameter k0 is obtained from (4.16) as k0=-k(0,0)=12.4
The parameter k1 is determined from the integral equation (4.17). The numerical solution is

presented in the Table 1.
Table 1. Parameter k1(s) for the Problem 1

S 0 0.2 0.4 0.6 0.8 1.0
k1(s) -3.30 -3.80 -0.52 0.14 0.06 0.00

A desired trajectory defined as

qd(s) = πs2, s ∈ [0, 1] (5.1)

is proposed and the control law (4.12) is used A MATLAB simulation of the observer arm
system is implemented. The result is presented in Fig.7.

Figure 7:

We can remark the convergence of the estimated state of the observer to the system state
and the quality of evolution on the trajectory to the desired state.

Problem 2. q(t, l) is available for measurement
The numerical solution of k(s,z) is obtained from the equation (4.28) with the boundary

conditions (4.28), (4.29). The result is presented in Fig.8.

Figure 8:

The observer parameters are obtained from (4.30), (4.31), k0=k(1,1)=12.4 and k1(s) is rep-
resented in Table 2.

Table 2. k1(s) for the Problem 2

S 0 0.2 0.4 0.6 1.0
k1(s) 4.83 8.64 2.15 -0.01 0.00

A desired trajectory
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qd(s) = 1.4s2, s ∈ [0, 1] (5.2)

is proposed.
The control law (4.26) is applied and a simulation in MATLAB of the global system, as

presented in Fig.5, is implemented. The result is shown in Fig.9.

Figure 9:

6 Experimental results

In order to verify the suitability of the control algorithm, a platform with a 3D hyper-
redundant arm has been employed for testing. The arm consists of three continuum segments
with a flexible backbone rod. Three antagonistic cable actuators for each segment ensure the
actuation system (Fig.10, Fig.11). The force in each cable is determined by the DC motors and
a transmission system.

e

Figure 10:

Figure 11:
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A polymer thick film layer is placed on the upper level of the rod on each segment (s=l=0.3m).
A sensor exhibits a decrease in resistance when an increase of the film curvature is used. A
Wheatstone bridge system is used to measure the variation of the resistance. A Quancer based
platform is used for control and signal acquisition. A control law (4.27) with qd(s)=40s2 is
implemented. The result is presented in Fig.12.

Figure 12:

7 Conclusions

The paper treats the control problem of a class of hyper-redundant arms with continuum
elements. The observability problems for these models described by partial differential equations
are analyzed. The measuring systems are based on the sensors placed on the boundary of the
arm. Several observers are proposed for reconstructing the full state of the arm. A back-stepping
technique is used in order to design a boundary control algorithm. The numerical simulations
and an experimental platform illustrate the effectiveness of the method.
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Appendix 1
The control algorithm is derived by using the back-stepping method developed in [11]. The

coordinate transformation

w(t, s) = q̃(t, s) −

∫ s
0

k(s, z)q̃(t, z)dz (A.1.1.)

transforms the error system (4.6) - (4.9) into a stable (b<0) target system

ẅ = awss + bẇ (A.1.2.)

ws(t, 0) = 0 (A.1.3.)

ws(t, l) = 0 (A.1.4.)

ẇ(0, s) = 0, s ∈ [0, l] (A.1.5.)
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where

lim
t→∞w(t, s) = 0, s ∈ [0, l] (A.1.6.)

From (A.1.1) we obtain

ẇ = ˙̃q−

∫ s
0

k(s, z) ˙̃q(t, z)dz (A.1.7.)

ẅ = ¨̃q−

∫ s
0

k(s, z)(aq̃ss + b ˙̃q+ cq̃− k1(z)q̃(t, 0))dz (A.1.8.)

wss = q̃ss −

∫ s
0

kss(s, z)q̃(t, z)dz− ks(s, s)q̃(t, s) −
dk(s, s)

ds
· q̃(t, s) − k(s, s)q̃s(t, s) (A.1.9.)

If we substitute (A.1.7), (A.1.8) in (A.1.2) and integrate by parts we get

∫ s
0

(−akzz(s, z) + akss(s, z) + ck(s, z))q̃(t, z)dz+

+

(
c+ akz(s, s) + aks(s, s) + a

dk(s, s)

ds

)
q̃(t, s) + (A.1.10)

+

(
−akz(s, 0) − k1(s) −

∫ s
0

k1(z)k(s, z)dz

)
= 0

For left hand side to be zero, the condition (4.13), (4.14) can be easily inferred.
From (A.1.7), the velocities at t=0, s=l will be

ẇ = ˙̃q(0, l) +

∫ l
0

k(l, z) ˙̃q(0, z)dz (A.1.11.)

and by the boundary and initial conditions (3.8), (4.9), (A.1.5), we obtain

k(l, z) = 0, z ∈ [0, l] (A.1.12.)

From (A.1.1) we get

ws(t, s) = q̃s(t, s) −

∫ s
0

ks(s, z)q̃(t, z)dz− k(s, s)q̃(t, s) (A.1.13.)

and by using the boundary condition (4.7) this relation becomes

−k0q̃(t, 0) − k(0, 0)q̃(t, 0) = 0

or

k0 = −k(0, 0) (A.1.14.)

Also, if we consider that the desired position is defined by qd(s), s ∈ [0, l] and use the bound-
ary conditions (3.7), (A.1.4) in the relation (A.1.13), the control law (4.12) is easily obtained.

Appendix 2
The back-stepping transformation is chosen as [11, 12]
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w(t, s) = q̃(t, s) −

∫ l
s

k(s, z)q̃(t, z)dz (A.2.1.)

with the target system defined by (A.1.2) - (A.1.5). By using the same procedure as in
Appendix 1, we obtain

(
c− akz(s, s) − aks(s, s) − a

dk(s, s)

ds

)
q̃(ts) +

+

(
−k1(s) +

∫ l
s

k1(z)k(s, z)dz+ akz(s, l)

)
q̃(t, l) + (A.2.2)

+

∫ l
s

(ck(s, z) − akzz(s, z) + akss(s, z))q̃(t, z)dz = 0

or

akss(s, z) − akzz(s, z) + ck(s, z) = 0 (A.2.3.)

k(s, s) =
c

2a
s, (fork(0, 0) = 0) (A.2.4.)

k1(s) = aks(s, l) +

∫ l
s

k1(z)k(s, z)dz (A.2.5.)

From (A.2.1) the velocities at t=0, s=0 will be

ẇ(0, 0) = ˙̃q(0, 0) +

∫ l
0

k(0, z) ˙̃q(0, z)dz (A.2.6.)

and the boundary conditions (3.8), (4.26), (A.1.5) require

k(0, z) = 0 (A.2.7.)

From the back-stepping transformation (A.2.1) we obtain

ws(t, s) = q̃s(t, s) −

∫ l
s

ks(s, z)q̃(t, z)dz+ k(s, s)q̃(t, s) (A.2.8.)

By using the boundary conditions for s=l, (4.25), (A.1.4), it results

−k0q̃(t, l) + k(l, l)q̃(t, l) = 0

or

k0 = k(l, l) (A.2.9.)

From (A.2.8), for s=1 and the condition (4.20), the control law (4.27) is obtained.
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Abstract: Computer-Aided Semiosis (CAS) is a concept coined by a team
of researchers a couple of years ago. Since it is a promising domain due to
the fact that responds to actual trans-cultural communication needed in the
broad-band society - where often the message behind the words does not come
clear - the subject ought being inquired more detailed as promised in other
papers of the same authors. This interesting idea was inspired from Eco’s the-
ory of communication which states that the receiver "fills the message with
significance"; hence it is vital for any communication and is strongly depen-
dent on the cultures involved. In line with Eco’s theory, the research in this
area must be trans-disciplinary and anthropocentric. In the intention of nar-
rowing the existing gap between the technological offers and user expectations
the macro-architectural feature is that translation will progress from textual,
semantically correct, to multimodal, culturally adequate, based on common
concepts and "grammar" (rules to combine them into meaningful sentences);
thus, this paper will present possible approaches towards the implementation
of CAS. Given the fact the ontologies are considered to be the pillars of Se-
mantic Web but also a key tool in implementing CAS, both will be a subject
of this paper in the light of finding an implementation solution.
The paper is structured on five sections: the first will present the defining
aspects of the concept relating it with previous research; the second section
will deal with CAS approach and architecture, following with the state of the
art regarding ontologies and their relation with Semantic Web. Among the
conclusions, one is already noticeable: CAS could not be possible without a
trans-cultural ontology.
Keywords: Computer-Aided Semiosis (CAS), Human-Computer Interaction
(HCI), Ontologies, Semantic Web, Interfaces.

1 Introduction

The key to effective online cross-cultural communication is a well-designed transcultural
ontology which to help in disambiguating between concepts that seem alike but their meaning
differs from culture to culture; this tool is intended to be developed in the following years by a
team of young researchers in order to substantiate and implement a new and innovative concept
in the field of HCI: computer-aided semiosis (CAS).

Copyright c⃝ 2006-2010 by CCC Publications
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University of Colorado, USA developed a study regarding cross-cultural communication strat-
egy and came up with the conclusion that often intermediaries who are familiar with both cultures
can be helpful in cross-cultural communication situations. They can translate both the substance
and the manner of what is said. For instance, they can tone down strong statements that would
be considered appropriate in one culture but not in another, before they are given to people from
a culture that does not talk together in such a strong way. They can also adjust the timing of
what is said and done. Some cultures move quickly to the point; others talk about other things
long enough to establish rapport or a relationship with the other person. If discussion on the
primary topic begins too soon, the group that needs a "warm up" first will feel uncomfortable. A
mediator or intermediary who understands this can explain the problem, and make appropriate
procedural adjustments [4].

The results of this study can be as well applied in ICT due to the fact that online cross-cultural
communication could also use virtual intermediaries which to have access to a transcultural
ontology assisting thus the user grasping the right meaning of a certain message, i.e. in written
(chat), spoken (voice) and/or visual form.

In the light of the earlier scan, this paper will present possible approaches towards the im-
plementation of CAS. Since the ontologies are thought to be the pillars of the Semantic Web
but also an important tool in implementing CAS, both will be key-subjects of this paper in the
quest of finding an implementation solution.

The paper is structured on five sections: the second will present the defining aspects of the
concept relating it with previous research; the third will deal with CAS rational and approach,
following with the state of the art regarding ontologies and their relation with Semantic Web.
Among the conclusions, one is already easily remarked: at the online level, communication can
be impaired not only by the cultural differences but also by a wide range of differences such as
race, age, sex, profession, religion or disabilities; in this regard, if the transcultural ontology will
prove its efficiency in disambiguating cultural concepts, consequently other ontologies could be
also implemented for aiding the online communication process between different users.

2 Defining the Concepts in line with History

According to modern paradigms, the goal of using ICTs is "obtaining a service from a huge
palette of available ones" and the means is "interacting with an entity". The "entity" is either a
human (e.g. when speaking via mobile phones) or a device (e.g. when buying travel documents
via computers) [1]. Therefore there are three possible ways of communication as described in [1]:
a) "face to face", b) "face to interface", c) "interface to interface" in the near future context of
semantic web, domain ontologies and so forth.

very agent metaphor. Thus, when users employ agents (in whatever domain of activity) they
expect: a) personalization (agents act considering the specific momentary needs of their clients);
b) authorization (agents act on behalf of their clients, within the limits stipulated by the hiring
agreement); and c) competence. In short, the agent metaphor suggests that "I hire an agent when
I do not have enough time or lack competence to handle the problem myself" [1]. As regards
the interface agents, the emphasis is on the interface, entailing that the agent remains hidden
(i.e., the users perceive just a "smarter functionality", no "pseudoavatars" [10] intervening in a
human-to-human dialogue) [1]. Considering these features, one can say that an agent, or more
specific an interface agent can act like a smart mediator which to have access to knowledge (i.e.
ontology) and by using it efficiently to "translate" to the user only the meaningful messages,
saving a lot of time that otherwise would have been wasted. In the 21st century time is money
therefore it is vital mostly in the business sector but not restricted to.

Online communications nowadays means more than a showy website and a newsletter. If
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new web-based technologies are joint with a society that is rapidly getting to think of online
interactions as just as authentic as face-to-face ones, one has the possibility of radically easing
the communication even in difficult (but frequent) circumstances, like those involving cross-
cultural interaction ( [2], [6], [7], [8], [9], [10], [11], [12], [13]) as debated and probed in previous
paper of the authors.

In our previous researches we approached the transcultural interfaces’ subject which could
be explained in human-to-human communication as a progression from textual (semantically
correct) conversions to multimodal (culturally adequate) ones [2], based on the concept of CAS.
Since at this research stage the experimental models presented in the related papers are not
agent-oriented, the reference to "agents" is found only in [1] and regards conceptual aspects as
well as future development.

Thus far, the emphasise in our research was put on transcultural which represents the ability
of people belonging to different cultures to communicate efficiently preserving in the same time
their cultural identity [2]. This concept will be further on related with ontology which together,
i.e. transcultural ontology, will embody the tool by which CAS could be validated as a possible
new and challenging domain of HCI.

3 Rationale and Approach

As depicted from the title this paper intends to draw the sketch of what it should be the
onward study on the implementation/ validation of CAS. Since the prime motives because of
which we started this endeavour was already stated in the previous papers of this team, it is
redundant to re-state them; instead this paper is set to focus on the approach and methods.

Since CAS was designed from an anthropocentric perspective, meaning to provide an assis-
tance (i.e. an interface agent which to access a transcultural ontology, transfering the user only
meaningful messages), lessening the linguistic hurdles (such as the traduttore-traditore effect),
the logocratic pressure of (spoken or written) text, response time criticality, as well as the danger
of distortions and noise, via a major upgrade in communication granularity: (one) idea instead
of (many) words [9].

The ongoing study should be approached from a trans-disciplinary perspective, in respect
with both humanists (i.e. linguists, psychologists) and technologists (i.e. ontology, interface
designers and so on). When creating the ontology, the designer should bear in mind the way
users and agents may "think"; how an user creates meaning from a piece of image of some sings
(i.e. words) and how an interface agent does the same job effortlessly on the contrary. Though,
do an agent depict the meaning same accurate as a human does? Or maybe detecting the true
meaning of a message is even more endangered by human’s scrambled mind which is very much
contextual, in opposition with an interface agent which will act and respond based only on the
given ontology and some very specific rules, and hence the probability to fail giving the expected
meaning will be smaller. These are all questions which can not be answered at this point, some
answers will be empirically uncovered, some may prove to be exactly contradictory with those
thought in the first place. After all, this is what academically we call exploratory research. The
approach will be adapted step by step base on the further findings.

4 Ontology. State of the art

People are able to use the Web in order to complete tasks such as finding the Icelandic word for
"alphabet", reserving a plane ticket, or searching for a low price for an e-book. Still, computers
cannot perform the same tasks without human direction because web pages are designed to be
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read by people, not machines. The semantic web is a vision of information that is understandable
by computers, so that they can perform more of the dull work involved in finding, sharing, and
combining information on the web [3].

The vision of Tim Berners-Lee regarding semantic web [3]: "I have a dream for the Web (in
which computers) become capable of analyzing all the data on the Web - the content, links, and
transactions between people and computers. A ’Semantic Web’, which should make this possible,
has yet to emerge, but when it does, the day-to-day mechanisms of trade, bureaucracy and our
daily lives will be handled by machines talking to machines. The ’intelligent agents’ people have
touted for ages will finally materialize" is related in this study with Eco’s semiosis theory (which
states that the receiver "fills the message with significance" [5]), meaning that on the same fea-
tures’ as semantic web’s CAS could be implemented but using instead a dedicated/personalized
ontology based on which to develop the "translation process".

An ontology is a formal representation of a set of concepts within a domain and the rela-
tionships between those concepts [17]. The ontology envisioned by this research team is based
on the idea of Maya script (a logographic type of script which used both logograms and syllabic
characters [16]) by replacing, where possible, the words with images as in the catchphrase: "a
picture it is worth a thousand words". Figure 1 illustrates the way the correspondence between a
word-based ontology and an image-based ontology can be created, of course, the example given
in this paper is very much simplified. The demarcation line was traced in order to separate the
abstract and the concrete synonyms of the word apple. On one side of the line there can be
easily remarked every-day interpretations of the word apple, which can without any doubt be
recognized by anyone. On the other side, the other interpretations depict more abstract repre-
sentations of the word apple which require a higher level of knowledge in order to be grasped,
i.e. the apple polisher, the temptation (religiously), Wilhelm Tell representation (historically),
Newton’s gravitation theory (physical sciences), "an apple a day keeps the doctor away" (health
idiom); the point is that the ontology must be trans-disciplinary and trans-culturally created in
order to gather all the possible meanings and definitions for a word/concept. Disambiguation
can further on continue and the figure presented above be expanded with other concepts and
relation between them. An example at hand for expanding the ontology would be adding other
characteristics for the fruit apple such as variety name (e.g. Granny Smith, Pink Lady, Red Deli-
cious, Golden Delicious and so on), colour (e.g. red, green, pink, yellow), taste (e.g. sour, sweet,
etc.). Also, in order to disambiguate AppleŽ’s logo there can be made a separation between the
old and the new logos. An important disambiguation which must be made in the first place is
between English word apple and Swedish word äpple which happens to mean the same thing but
they belong to different cultures which can generate later on other misunderstanding problems.

Briefly, the implementation of CAS will follow this ontology framework where the icon po-
sition has syntactic role (in line with ontology rules) and semantic role for CAS (to reduce the
differences between "intentio auctoris" and "intentio lectoris") [2]. This kind of ontology based
on visual rules can be further enhanced by using animations instead of images.

Considering this idea, the role of the interface agent will be to "translate". In German, the
verb "to translate" means "übersetzen", the reason for this association is that in its most basic
visualization, the German word means "to carry something from one side of the river to the other
side of the river". In opposition the English word "to translate" does not immediately evoke
the same image in the mind. In German, one can say: "mit der Fähre den Fluss übersetzen"
which would literally mean: "to translate the river on a ferry boat". Anyway the translator
so to name it must take in consideration both cultures from which to which the translation is
being made; one must know that ad literam translation doesn’t apply especially when a more
subtle message (culturally dependent) must be transmitted, therefore the visualisation of the
word "übersetzen" (to move from one side of the river to the other side of the river) leads to
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Figure 1: Example of architecture for CAS1

several important insights into the nature of translation. In this context, the role of the agent
is carrying something across the river, whether it is from here to there or from there to here.
The cargo can have a multiplicity of shapes: the description of a technological object, a cultural
or historical phenomenon, a poetic image, a metaphorical expression, or a human emotion, to
name only a few; the parameters of each word are quite fragile; no two people will take the exact
same meaning from a word [14], so the interface agent will have the hardest ever job, to extract
the meaning of a message taking into consideration the transcultural ontology in line with the
cultural background of both users involved in the communication process.

In order to validate CAS concept as a possible new subdomain of HCI, the researches have to
focus from now on, on the implementation by creating a transcultural ontology on the framework
presented in the previous section involving in this process preferable a trans-disciplinary team
of researchers (linguists, psychologists, anthropologists, designers, programmers and so on) -
by keeping in mind the fact that an ontology deals with the nature of existence so it is a too
impressive domain to be approached only by a team of thrilled researchers, willing to take the
burden of exploratory research.

The future work will consider refining the ontology framework and hopefully in three-year
time span (during the PhD studies of the first author) the objectives to be fulfilled involving
European teams of researchers interested in this kind of projects.

5 Conclusions and Future Work

In order to validate CAS concept as a possible new subdomain of HCI, the researches have to
focus from now on, on the implementation by creating a transcultural ontology on the framework
presented in the previous section involving in this process preferable a trans-disciplinary team
of researchers (linguists, psychologists, anthropologists, designers, programmers and so on) -
by keeping in mind the fact that an ontology deals with the nature of existence so it is a too
impressive domain to be approached only by a team of thrilled researchers, willing to take the
burden of exploratory research.

The future work will consider refining the ontology framework and hopefully in three-year
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time span (during the PhD studies of the first author) the objectives to be fulfilled involving
European teams of researchers interested in this kind of projects.
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Abstract: In this paper we present a tool chain that aids in the construction
of executable UML models according to the new Foundational UML (fUML)
standard. These executable models can be constructed and tested in the mod-
eling phase, and code can be generated from them towards different platforms.
The fUML standard is currently built and promoted by OMG for building ex-
ecutable UML models. The compatibility of the executable models with the
fUML standard means that only the UML elements allowed by fUML should
be used for the abstract syntax and the extra constraints imposed by the fUML
standard should be considered. The tool chain we propose is intregrated with
the existing UML tools of Eclipse modeling infrastructure.
Keywords: Class Diagram, fUML, Action Language, Code Generation,
Eclipse.

1 Introduction

The executable models are models that can be executed and tested without having to generate
code from them and test them in a specific platform. Creating executable models in the process
of developing an application is considered to be a good approach, because the business model
and functionality can be implemented in the modeling phase, while the decisions regarding the
implementation in the specific platform can be delayed to the phase for code generation from
the model. The executable models have the advantage of not being poluted with code that is
not related to the business logic, keeping the model and functionality much more compact and
clear. And they also have the advantage of not being tied to a specific platform or technology.

The Foundational UML (fUML) [1] is a computationally complete and compact subset of
UML [2], designed to simplify the creation of executable UML models. The semantics of UML
operations can be specified as programs written in fUML. We introduced in a previous paper [3]
an action language based on fUML, with a concrete syntax that follows the principles of the
structured programming, which is supported by the modern languages like Java and C++.

In this paper we describe a tool chain that is aimed at building and testing executable UML
models, as well as generating code towards different target platforms. The generated code is
meant to be complete, with no code placeholders for the developer to fill out.

The tools are built on top of the Eclipse Modeling Framework Project (EMF) and some other
projects from Eclipse that are part of the Eclipse Modeling Tools distribution. These tools are
integrated with the Eclipse modeling infrastructure and with each other.

The remainder of the paper is organized as follows: section 2 presents the infrastructure
needed to build executable models and section 3 presents the research problem. Then, section
4 describes the tool chain we propose. Section 5 presents the existing work related to ours and
section 6 gives the conclusions of this paper.

Copyright c⃝ 2006-2010 by CCC Publications
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2 Background

The UML Class Diagrams are widely used to create the structure of a model. They are
intuitive and easy to use. However, the UML behavior diagrams (Activity Diagrams and State
Machines) are not easy to use for larger models. The fUML standard provides a simplified subset
of UML Action Semantics package (abstract syntax) for creating executable UML models. It
also simplifies the context to which the actions may be applied. For instance, the structure of
the model will consist of packages, classes, properties, operations and associations, while the
interfaces and association classes are not included.

However, creating executable fUML models is difficult, because the UML primitives intended
for execution are too low level, making the process of creating reasonable sized executable UML
models close to impossible.

A concrete textual syntax is needed, because it enforces a certain way of constructing models.
This means that a lot of elements that need to be created explicitly in the graphical UML Activity
Diagram can be implicitly derived from the syntax and created automatically.

OMG issued an RFP for a concrete syntax for an action language based on fUML [4]. Because
there is no standardized action language at this moment, we proposed an action language of our
own [3] as part of our framework: ComDeValCo (Framework for Software Component Definition,
Validation, and Composition) [5–7].

The fUML standard also specifies how to create a virtual machine that can execute fUML
executable models.

To generate code from MOF compliant models, OMG created MOF Model to Text Transfor-
mation Language [8], which is suitable to generate code from fUML models.

3 Research problem

The research problem is to investigate the creation of a tool chain that aids in the construction
of fUML models that can be created and tested in the modeling phase, and from which code can
be generated towards different platforms.

The tehniques mentioned below represent the core of a tool chain that can change the devel-
opment experience for the better, by simplifying the process and allowing the developer to take
decisions in the proper stage of development.

Model creation. To create the structure of the model, the usual UML Class Diagrams
should be used. These Class Diagrams, however, must restrict the elements that can be used to
those included in the fUML standard.

To create the part of the model corresponding to the behavior of the operations, an Action
Language based on fUML needs to be used. This is because it is close to impossible to use UML
Activity Diagrams for this task, as the user will need to create, configure and relate too many
elements.

The Class Diagram editor needs to be integrated with the Action Language textual editor,
which is used to create the behavior for each operation. The integration refers to the ability to
select a class or an operation from the model and, with a simple action (double-click or some key
shortcut), the action language editor for the behaviors can be opened and used for the selected
element. The action language editor must be able to load the existing behavior under the selected
element and display it properly. Also, on save action, it should properly update the model under
the selected element.

An action language that follows the principles of the structured programming is to use by
many programmers familiar with structured programming languages. Thus, we consider this
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an important factor in choosing the action language, even though the fUML standard allows
non-structured control flow.

Because many programmers are familiar with object-oriented languages like Java or C++,
having a similar syntax will make the language much easier to be used. Also, the effort for
learning the new language will be very much reduced. The action language will need to create the
abstract representation for the statements and control structures as provided by the programming
languages mentioned above, it must support complex expressions and easy access to parameters
and variables.

Model execution. After creating the model, or parts of it, there is a need to simulate the
execution from certain starting points. This can be achieved with a virtual machine that knows
how to execute fUML models. This means that it can execute the activities built with the action
language editor described above.

Code generation. After creating and testing the model, the only thing left is to generate
code to a specific platform. A code generation tool should take into considerations any tags
(stereotypes) placed on the model elements, and adjust the code generation process accordingly.

If the resulted action language has a well structured abstract representation, it should be
possible to apply model transformations and generate code to structured programming languages
with little effort. Thus, the executable models for which the behavior is created with such an
action language can be converted to a multitude of platforms.

4 Tool Chain

In this section we present the tools we use to create fUML based executable models. The
tools are integrated in the Eclipse modeling infrastructure. The UML Class Diagram Editor and
the fUML Execution Framework exist and they only need to be integrated with the other tools.
The fUML based Action Language Editor is a tool proposed by us. The Code Generation Utility
exists, but the templates used to generate code are written by us.

We use a Point-of-Sale (POS) example model, presented in fig. 1. The example model consists
of a POS class, which contains a list of Products. The user can make a new Sale (stored in POS

as the currentSale) by invoking the makeNewSale operation and by adding SaleItems to the
current sale in the form of product code and quantity. The POS component finds the Product

associated with the given product code and, if present, passes the product and quantity to the
currentSale. The Sale creates a new SaleItem instance and adds it to its list of sale items.

Fig. 2 and 3 present the implementation of the operations, as it is written using our action
language. Fig. 4 shows the abstract representation in fUML of Sale.addItem’s behavior.

Figure 1: POS Example Model - Class Diagram Editor
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4.1 UML Class Diagram Editor

The UML meta-model is provided by the Eclipse UML2 project [9], which is part of the larger
Model Development Tools (MDT) project. UML2 is built on top of EMF(Core) [10] (which is
part of the bigger Eclipse Modeling Framework project - EMF) with some adaptations, as UML
has a structure that is not compatible with EMF.

The UML2 project provides the Java classes that correspond to the UML model, so that a
UML model can be represented in Java. The model can be saved in files with the “uml”extension
in XMI format, as it is standardized by OMG.

The UML2 project comes with a tree-based editor that allows the user to manipulate an
“uml” file and build the UML models using a tree. This editor is not quite easy to use, but, for
building only the structure of classes of a model, it is enough.

The Eclipse UML2 Tools [11], which is also part of MDT, provides a Class Diagram editor.
This project allows the user to attach UML Class Diagrams to the UML models and build the
UML models using a Class Diagram editor. The editor is quite mature and easy to use, and
most programmers are used to building models using Class Diagrams, so this editor is the best
choice for a tool to build the class structure of a model (fig. 1).

Because we want to build fUML based models, it is important that only the elements allowed
by fUML are used. The Interface, for instance, was excluded from fUML, so the user should
not include interfaces in the model. To simulate an interface, the programmer can use abstract
classes with public abstract methods. A specialized editor for Class Diagrams that allows only
fUML elements to be used, is considered for the future.

4.2 fUML based Action Language Editor

We introduced in a previous paper [3] an action language based on fUML, with a concrete
syntax similar to the concrete syntax of the modern programming languages like Java or C++.
This action language follows the principles of the structured programming.

We have also built an Eclipse textual editor for this action language using the Xtext project
[12], which is the only remaining project from the bigger Textual Modeling Framework (TMF)
project from Eclipse. This textual editor can take the textual representation for the functionality
of an Operation (fig. 2 and 3) and convert it to an Activity with all the UML Actions and
other elements necessary to provide the same functionality in UML (fig. 4). This Activity is
added to the Operation’s classifier (of Class type) and set as the behavior of the Operation.
Only the elements allowed by fUML are used to create this UML model of the Activity.

The textual editor for the Action Language is integrated with the Class Diagram editor, so
that when the user wants to edit the behavior of an Operation, s/he only needs to double-click,
or use a context menu item of the Operation, or use a key shortcut to open the textual editor.
After the behavior is created, the user needs to save it by pressing Ctrl+S, at which point the
main “uml” model file is updated to contain the model for the Operation’s behavior.

4.3 fUML Execution Framework

The fUML standard specifies how a virtual machine for fUML models should work, and there
is a reference implementation in progress from ModelDriven.org [13]. We managed to integrate
this tool in the Eclipse workbench, so that we can test our fUML models. We can either pass
the activities created with our action language, along with the needed parameters, directly to
the execution framework to be executed, or we can write test activities with our action language
and execute the tests.
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public makeNewSale() {

self.currentSale := new Sale;

}

public addSaleItem(code:String, quantity:Integer) : Boolean {

def product:Product := null;

foreach (prod in self.product) {

if (code = prod.code) {

product := prod;

}

}

if (product = null) {

return false;

} else {

self.currentSale.addItem(product,quantity);

return true;

}

}

Figure 2: POS::makeNewSale and POS::addSaleItem Activity Concrete Syntax

4.4 Code Generation Utility

To generate code, we used the Acceleo project [14], which is part of the bigger Model To
Text (M2T) project from Eclipse. This project implements the MOFM2T standard from OMG.
It allows the user to create templates, which can later be used to generate code from the models.

In our case, these templates need to work on the elements included in fUML. Generating
the structure of classes is straightforward. However, generating code for the behavior of the
Operations is more complex, because the structure of the elements and the way the actions
are connected needs to be considered. Because we took the decision to follow the structured
programming principles, the UML model resulted for the Activities is well structured, so we
are able to generate code with ease to languages like Java or C++. If we wouldn’t have taken
this decision, then the code generation step would have been a real problem, as fUML allows the
user to create interactions between actions that might be impossible to represent in the languages
mentioned above. Also, due to the resemblance in concrete syntax between the action language
and the target languages, we are able to generate compact code in the target languages.

An important note is that the templates are specifically written for Activities constructed
with an editor compatible with our Action Language. This is because the way the elements are
structured and the way they interact is very important. If these aspects are not followed, the
templates will produce a bad output.

For a fUML Activity that does not respect these constraints and which might be constructed
using a different fUML based Action Language, a special set of templates need to be written.
This is not necessarily an issue, because the Action Languages can be used in conjunction to
construct UML models and because the templates only need to be written once. Our Action
Language is a general purpose language and might be a bit hard to specify and build a proper
editor for it. But a different Action Language that is specialized on a more concrete domain
could have a simpler syntax and the code generation templates might be easier to be written.

Fig. 5 shows a snippet from the Acceleo templates we used to generate Java code. It shows
how the statements are iterated, considering the StructuredActivityNodes that contain the
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1 public addItem(product:Product, quantity:Integer) {

2 def newItem : SaleItem := new SaleItem;

3 newItem.product := product;

4 newItem.quantity := quantity;

5 self.item.add(newItem);

6 }

Figure 3: Sale::addItem Activity Concrete Syntax
( product : Product, quantity : Integer ) activity addItem

product : Product

quantity : Integer

MAIN_BLOCK [lines 1-6]

ADD_STMT [line 5]

<<addStructuralFeatureValue>>

item

object

value

insertAt

<<valueSpecification>>

*

result
<<readSelf>>

self

result

ASSIGN_STMT [line 4]

<<addStructuralFeatureValue>>

quantity

objectvalue

ASSIGN_STMT [line 3]

<<addStructuralFeatureValue>>

product

objectvalue

DEF_STMT [line 2]

<<createObject>>

SaleItem

result : SaleItem

newItem

quantity

product

Figure 4: Sale::addItem Activity - fUML Abstract Syntax

actions for each statement, and the edges that enforce the sequential flow between these nodes.
The operationActivity template selects the only StructuredActivityNode it contains,

which is the node containing all the statement nodes (MAIN_BLOCK node from fig. 4).
The activityBlock template selects the statement node with no incoming edges, which rep-
resents the node corresponding to the first statement (DEF_STMT [line 2] from fig. 4).The
iterateBlockStatements template prints the text for the statement node by calling the block-

Statement template and, if the node has an outgoing edge to the next statement node, calls
recursively the iterateBlockStatements for the next statement node.

5 Related Work

Only a few frameworks for building executable models exist and some of them are proprietary:
Mentor Graphics’ BridgePoint product with its Object Action Language (OAL) [15], Kennedy
Carter’s iUML product with its Action Specification Language (ASL) [16] and others. Some of
these frameworks have their action languages based on the Action Semantics package from UML,
but none is based strictly on fUML, as the standard is still in Beta version.
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Figure 5: Acceleo Template Snippet for Java

6 Conclusions and Further Work

In this paper we presented a tool chain that can be used to create, execute and generate code
from fUML executable models. The tool chain integrates an UML Class Diagram editor, a fUML
Action Language editor, a fUML Execution Framework and a Code Generation Framework.

We plan to further work on this tool set, to better integrate the tools, in order to improve
the user experience with the tool set as a whole. A specialized editor for Class Diagrams that
allows only fUML elements to be used, is considered as future work. Also, we plan to investigate
the possibilities of applying transformations to the models created by our action language, and
to generate code in other programming languages.
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Abstract: In the competitive environment, many manufacturers are increas-
ingly focusing on designing the systems that help them to manage variable
demand and supply situations. Dynamic allocation of demands is very im-
portant in case of customer order allocations. Order promising and allocation
can be based on the simple sequence that enables a manufacturing company
to receive orders unless there are some other priority orders. Manufacturing
company can also manage allocations of supply to key customers and chan-
nels, thereby ensuring that they can meet contractual agreements and service
levels in the priority that yields better profit. This paper will focus on a Make-
to-Stock order fulfillment system facing random demand with random orders
from different classes of customers. Available-to-promise (ATP) calculating
from master production schedule (MPS) exhibits availability of finished goods
that can be used to support customer order allocation. This order allocation
system is adapted in MTS (make-to-stock) production model and all orders are
treated according to maximization of customer service policy. It allows incom-
ing purchase orders as well as existing inventory on hand to be selected and
allocated to customer sale orders and back orders. The system then automat-
ically allocates the available stock to the selected sales orders. We developed
an integrated system for allocation of inventory in anticipation of customer
service of high priority customers and for order promising in real-time. Our
research exhibits three distinct features:
(1) We explicitly classified customers in groups based on target customer ser-
vice level;
(2) We defined higher level of customer selection directly defined according to
company strategy to develop small and medium customers;
(3) We considered backorders that manufacturing company has to fulfill in
order to maximize overall customer service for certain customers.
Keywords: manufacturing system, order allocation, customer service.

1 Introduction

Production companies are facing the dilemma on whether to increase or decrease the ca-
pacities of production lines and/or the capacities of production plants. Everyday, production
managers are facing the dilemma on whether to buy a new machine, to increase the number of
shifts within the production process, or to employ new workers, in spite of the fact that such
decisions also affect the middle-term and long-term production planning, and should not be made
hastily. Sales forecasting and identification of an increase in demand represent the starting point
for production capacity planning, and also for making a decision on capacity expansion. Until
the available capacities are increased, the production company has a goal of satisfying the market

Copyright c⃝ 2006-2010 by CCC Publications
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demand by means of available production capacities. The allocation of available finished prod-
ucts to customer orders requires an efficient system of allocation aimed at improving the overall
operating efficiency. Operating efficiency is directly related to quantities of goods produced and
the profit from sales. In addition to profit-oriented decision on selection of orders to be fulfilled,
one needs to consider the customer service, since the overall operating of a production company
depends on customers. Customers, who account for a large share in the sales results, require
special attention, and the fulfillment of every order. There is also a group of customers who con-
stantly increase their orders, and thus expect adequate and better service. Small but numerous
customers, thus shape the overall sales of a production company. Some of them represent the
future potential for the increase in sales and also for the increase in incomes of the production
company. The abovementioned facts highlight the importance of making a decision while select-
ing the orders to be fulfilled, and the necessity of having an algorithm that will efficiently and
effectively perform the allocation of limited quantities of available finished products.

This paper is structured as follows: the second chapter presents relevant approaches of other
authors in solving the observed problem. The third chapter defines the problem of allocation of
limited resources in production companies. The problem of allocation refers to the distribution
of limited amount of production to customer orders, with the goal of maximizing the percentage
of fulfilled orders. Aiming to define efficient and effective allocation, the fourth chapter describes
the procedure of the development of algorithms for fulfilling the orders in the make-to-stock
production system. In their conclusion, authors cited the main advantages of the proposed
algorithm for allocation of limited production, as well as the possible directions of development
and upgrading the algorithm aimed at improving the performances of the production company.

2 Related work

Providing the ordered quantities of products represents the key function in planning oper-
ations within the entire supply chain. The system of providing stocks is recognized as a key
challenge in production companies. The basic goal of the process of providing stocks ATP/CTP
(ATP – available-to-promise, and CTP – capable-to-promise) is providing a reliable response
to customer demands, taking into consideration the wide range of information and limitations
that exist in the distribution channel network. Key measures of performances within produc-
tion companies, according to [6] are recognized in measuring the level of customer service, and
customer satisfaction. Traditional approaches to order provision, adjusted to MTS production
system, were described in [1] while considering the available stocks of finished products for order
fulfillment in line with the principle First Come – First Served (FCFS), without awarding priority
to either customers or orders.

The priority of received orders also represents a significant factor in providing stocks for
order fulfillment. Optimization of orders is carried out based on the maximization of profit for
the entire operating, through the system of production planning represented in [9]. Priority is
given to orders in the following way: (1) orders are given the priority if they are already in
the forecast of sales, i.e. (2) orders are given high-priority if the delivery of such orders should
bring higher profit to operating of a production company. The general application of ATP/CTP
decision system was implemented with an aim to improve the profit and system performances,
in line with [6]. By considering the Advanced Planning Systems (APS), it is possible to identify
various approaches in defining the priority of customers, based on which it will be possible to
fulfill the incoming orders. The essential idea of the approach described in [9] is the segmentation
of customers with the goal of increasing the overall income of the production company through
order acceptance, and delivery of orders with the greatest profit. ATP model allows for such
system, since it provides quantities in advance in accordance with certain customer segments, by
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satisfying only the orders of priority customers.
ATP system is based on mixed-integer programming, with the goal of optimizing the uti-

lization of limited production capacities, in order to provide timely information regarding the
fulfillment of a customers order. In addition, the abovementioned problem is according to [2]
classified amongst the dynamic models of order management with limited capacities based on
the profitability analyses. If a production company has limited production capacities, it is clear
that the company will decide to reject some of the incoming orders, which will directly affect the
profitability of operating. The decision on rejecting orders is based on the comparison of orders,
since company rejects those who yield lower profit.

ATP system that is based on providing quotes for important customers in a defined timeframe,
in order to provide timely information on the delivery date, is described in [9]. ATP defined in a
way that orders yielding higher profit for the producer must be fulfilled with priority, in spite of
the fact that there are less profitable orders still ’on hold’. Meyr focused ATP on MTS system
through the assumption that the supply of finished products is fixed with available stocks and
the ongoing production, which will be available in a short period of time. The model of allocation
of limited quantities of finished products through customer segmentation, developed by Kilger
and Meyr, is based on profit assessment that is generated by fulfillment of orders in accordance
with their priority. New orders could be fulfilled by the allocation of quantities granted to the
group of customers they belong to, i.e. if there is no ’free stock’ in that group from the quantities
granted to lower-priority groups. Such method prevents orders of low-priority customers to be
fulfilled prior to orders of high-priority customers, who help in generating higher profit. The
ATP allocation system is based on defining the priority classes with the goal of maximizing the
overall profit of the production company. On the grounds of various researches, according to [9],
it was determined that the FCFS system for customers orders bring the best results with limited
production capacities, if case the production is realized based on the forecast accuracy. If there
are classes defined in accordance with the priority of customers, the quantity awarded to certain
class within a cycle, if not allocated, stays booked for the same class in the following cycle. The
same author in [10] presents that the provisional allocation of stocks for certain customer classes
within a defined period of time could give a significant contribution if the customers demand
within the class could be anticipated with guaranteed accuracy.

3 Order fulfillment problem definition

Production companies operating on markets with irregular demand often face the problem of
insufficient stock of finished products. Until it makes a decision on the expansion of production
capacities, a production company has the goal of fulfilling as much orders as possible, only with
available production capacities and quantities of finished products. The allocation of finished
products to customer orders is realized through the process of allocation within the MTS (make-
to-stock) production system. The problem of allocation of available products to incoming orders
is listed among problems of the allocation of limited resources. In case the incoming customer
orders within one cycle do not exceed the available stocks of finished products, the allocation
is complete and all orders are fulfilled. In the opposite case, when the sum of overall orders
is greater than the quantity of available stock, there is a need to define the way of product
allocation, i.e. rules must be introduced to help the allocation of products to incoming customer
orders. With the goal of maximizing the effect of allocation of available products, the need for the
development of allocation algorithm has been perceived, with which to enable the fulfillment of
orders in line with their priority. The fulfillment of orders of high-priority customers contributes
to the maintenance of preferred service for those customers who rank high because of their share
in incomes and the profit of the production company. The order fulfillment algorithm refers to
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products of FMCG (Fast Moving Consumer Goods) industry, and with minor modifications, it
is possible to apply it to the problem of allocation of products in other industries too.

4 Algorithm

The problem of allocation of limited quantities of finished products to customer orders could
be solved by creating an algorithm that systematizes the allocation process. The proposed al-
location algorithm tends to maximize the customers service that is expressed by the number of
fulfilled orders and the percentage of order fulfillment, all this through the processing of orders in
accordance with previously defined groups and partitions of customers. The criterion of dividing
customers into groups is based on the consideration of revenue per customer within the com-
pany, profit per customer, development potential, service rate per customer, strategic partnership
with the customers, etc. With the goal of providing strategic potential for the development of
a customer network, customers are classified into partitions that are provided with guaranteed
quantity of products for certain groups of customers, which would otherwise be marginalized.
The proposed algorithm has polynomial complexity.

Table 1: Variable descriptions
Variables Description
PTl Total available production in l-iteration (l = 1, ..., r)

OTl Total order in l-iteration (l = 1, ..., r)

Pk Partition (k = 1, ..., p)

Gj Group (j = 1, ...,m)

Ci Customer (i = 1, ..., n)

Algorithm is applicable only when OTl > PTl. In the beginning of the year, or at the beginning
of iteration:

1. Form the list of customers with parameters (i = 1, ..., n)
The list comprises basic data on customers and their business indicators for the previous year,
for the last three years, and last five years.

2. Define the number of groups (j = 1, ...,m)
Every identified group has its priority. Smaller ordinal number of a group brings higher priority.
The recommendation is to form three groups, in spite of the fact that the algorithm functions
even if only two groups are present.
3. Clustering customers into groups
At the beginning of the year, a company disposes of the list of customers, and it revises business
results from the previous period for every respective customer, which is actually the base for
classification into groups (Figure 1a). Every customer within the same group is equal with other
members of the group when it comes to products’ allocation. Clustering (classification) into
groups could be done based on results of applying methods such as ABC method of prioritizing.

Ci ∈ Gj, for i ∈ {1, ..., n} and j ∈ {1, ...,m}

Information on which customer belongs to what group are kept in the matrix customer group
(MCG), as shown on Figure 1b.

If a new customer emerges at the very beginning of new iteration, he is been added to the
system and attached to some of the existing groups.

Cn+1 ∈ Gj, for j ∈ {1, ...,m}
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4. Define the number of partitions with protective percentage quotes (k = 1, ..., p)
Partitions are being introduced with an aim to protect small customers with an opportunity to
growth in the future. Granting a quote to the partition with groups containing small customers
will provide a certain quantity of products for small customers who have great potential for
development and also for the increase in quantities to be ordered in the future. The protective
quote, i.e. the percentage portion of the overall production in l-iteration is defined for every
partition, and it will be available to the observed partition.

0 ≤ KPk ≤ 1, for k ∈ {1, ..., p},

p∑
k=1

KPk = 1

In addition, the number of partitions is smaller or equal to the number of groups. The concept
of partition will lose sense (purpose) if only one partition has been defined.

5. Clustering groups into partitions
Every defined partition must have at least one group, even though such case counts as if every
group has been awarded the protective quote (Figure 1a).

Gj ∈ Pk, for j ∈ {1, ...,m} and k ∈ {1, ..., p}

Information on which group belongs to what partition are kept in the matrix group partition
(MGP), as shown on Figure 1c.

Figure 1a: Customers, groups, parti-
tions

Figure 1b: Matrix customer
group

Figure 1c: Matrix group
partition

If we mark the customer i demand with OCi, then we could say that the total order for products
in l-iteration is:

OTl =

n∑
i=1

OCi or OTl =

m∑
j=1

n∑
i=1

OCi ·MCGij, for l ∈ {1, ..., r}

Variable APk is then introduced with the goal to keep the amount of products allocated to
k-partition in l-iteration:

APk = PTl · KPk, PTl =

p∑
k=1

APk, k ∈ {1, ..., p} and l ∈ {1, ..., r}

where PTl is the total production in l-iteration.

Table 2: Variable descriptions
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Figure 2: Algorithm represented as UML 2.0 Activity Diagram
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Variables Description
OCi Order of customer i in l-iteration

ACi Allocated quantity of customer i in l-iteration

NCj =

n∑
i=1

MCGij

Number of customers in group j

OGj =

n∑
i=1

MCGij ·OCi

Total order of group j

NGk =

m∑
j=1

MGPjk

Number of groups in partition k

OPk =

m∑
j=1

n∑
i=1

OCi ·MCGij ·MGPjk

Total order of all customers in partition k

Bl Buffer in l-iteration

MCi Memory - remembered quantity of unfulfilled part of
the order of customer i in iteration l

GMTk Order number of group in partition k where token is
set

The diagram on Figure 2 shows that the allocation algorithm in every iteration starts from
checking whether APk > OPk. Checking goes from the last partition to the first one, and if this
condition has been met, then all allocated surplus is transferred to a joint buffer, whereas the
allocated amount of finished products transferred to k-partition now equals the overall demand
in given partition (first set Bl = Bl + (APk −OPk), and then assign APk = OPk).This situation
might happen in partitions that gather customers with small orders in case that higher quote
than necessary is given in the beginning. This is a sign that one has to reaccess the analysis
of partition of ’small’ customers, and award smaller and more reasonable protective quote (fine
tuning). Within the algorithm, all amounts transferred to buffer are added to the allocated
amount of finished products of the first partition (AP1 = AP1 + Bl).
One of the most important concepts of the proposed algorithm is group memory token (GMT).
It is introduced in order to designate a group of customers whose order has not been fulfilled
during an observed iteration. There could be only one group memory token (pointer) in each
partition. In the end of one allocation iteration, token stays in a certain group with unfulfilled
demand, which gives a priority to that group in the following iteration, so that the customers
would get the unfulfilled order in the following iteration as a priority. In order to remember the
unfulfilled order of group of customers with GMT, the variable MC (Memory of customer) is
introduced. We need to stress that MC obtains the value for every customer from the groups
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that kept token in the observed iteration, and it is used only during the allocation process in the
following iteration.

Formula for calculating the unfulfilled part of an order is:

MCi =
OCi

OGj

· (OGj −APk) ·MCGij

where MCi is remembered quantity of unfulfilled part of an order of i-customer in l-iteration
that is being transferred to the following iteration.

In case GMT in several iterations stays in the same group of the first partition of important
customers, then the necessity of expanding capacities becomes clear.

5 Conclusion

The goal of this paper was to create an algorithm for solving the problem of allocation
of limited stocks to incoming orders. Order fulfillment is carried out by letting the allocation
algorithm grant stocks in line with the priority of customers, with the goal of providing high level
of customer service. The algorithm proposed in this paper provides following: (1) classification
in groups will provide the order of allocation with primarily focus to satisfy customers that are
important for the company, in accordance with previously defined criteria, (2) application of
partitions will help certain groups of lower priority within protected partitions to be involved
in allocation so that the low-ranked customers would be at least partially satisfied, which keeps
all the customers in the system and sends a useful signal to company’s management saying
that there is still unsatisfied demand, and they need to enlarge the production capacities, (3)
introduction of GMT allows all customers within a group to be delivered the backorders from
the previous cycle, with the extended delivery lead time, with which they improve the overall
customer service.

The main differences between the allocation algorithm presented in this paper, and the models
described in the related work are: (1) this allocation algorithm directly affects the long-term
operating results by accomplishing the customer service as the primary goal, unlike other models
that focus only on short-term profit generation, and (2) there is a tendency of bounding customers
with different priority for a long-term period, i.e. the tendency of keeping the customers within
the system. In addition, there are also differences in basic goals of models: the primary goal
of advanced algorithm is the maximization of customer service, unlike other systems that are
primarily orientated towards profit maximization.

Further research will be focused on testing and improving algorithm based on real data
obtained in other companies and also from different industries. In addition, there are possibilities
for further improvement of the allocation algorithm by creating a report system that would
support management in making timely decisions on the change in operating strategy.
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Abstract: In the information society metacognitive competencies are essen-
tial. Based on some activities from the Enrichment Instrumental Program elab-
orated by professor Reuven Feuerstein we have designed a program for develop-
ing the students capacities of selfcontrol, selfknowing and intelectual learning
strategies. The case study presents the formation of students’ metacognitive
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1 Introduction

Metacognitive skills are a must for students preparing to have a career in the information/-
knowledge society. For those that want to embrace a didactic career that is essential. Therefore
the Department for Teaching Staff Training [8] has started a special training program consisting
of two modules. The education plans for the first module consists of the following courses: psy-
chology of education, pedagogy 1 (foundations of pedagogy, curriculum theory and methodology),
pedagogy 2 (instruction theory and methodology, evaluation theory and methodology), specialty
didactics, teaching practice, optional courses, final evaluation-didactic portfolio [9]. In the second
module the following courses are included: curriculum area didactics, class management, coun-
seling and vocational guidance, computer-assisted instruction, psychology of education, optional
I (1 of 4: intercultural education, educational politics, contemporary pedagogical doctrines, man-
agement of school organization), optional II (1 of 4: psycho-pedagogy of adults, foundations of
special psycho-pedagogy, sociology of education, research methodology in the sciences of educa-
tion), final evaluation-project, teaching probation (42 hours - for those who did not teach during
the period between the attendance of the first module and the enrollment at the second module).

2 Developing Students’ Metacognitive Competences

Metacognitive skills development is an important formative intellectual object in education
of the students, as reaching this level involves a route through effective education, appropriate
to each one in particular [6]. Metacognitive skills suppose that students are aware of their own
cognitive activity, i.e. learning activity, and self-adjustment mechanisms consisting in cognitive
controls (rules, procedures, strategies).

Copyright c⃝ 2006-2010 by CCC Publications



The Development of Students’ Metacognitive Competences. A Case Study 793

2.1 The Background

The development of metacognitive skills goes in the same direction with the strategies used in
developing cognition. The main steps in the formation, in the affirmation of conscience gripping
meta-cognition are:

• affirmation of trust and intuition (AH Schoenfeld’s model) in solving the problems, or
tasks, based on knowledge, on previous experiences; in this step the trainer looks to identify
in the student a sense of referral tasks, intuition, a way of understanding and finding solutions
taking into account all possibilities;

• personal reflection on the knowledge involved; the student must become aware of the
solutions found, the instruments used, her/his capacity of analysis and comparison, the way to
analyse the difficulties of other methods previously used;

• self-awareness or awareness of effective solutions addresses the solving style, based on self-
observation, analysis of results and of the ways to solve, progress and cognitive acting.

The development stages show that metacognitive skills are associated with knowledge from
management, and construction and that these are the conditions in which the knowledge appears.
Cognition managerial approach reveals the fact that metacognitive includes: awareness of how
to understand the problem and how to solve it, planning the processes and finding the path-
ways necessary, monitoring the application solutions, the resources used, constraints, necessary
instruments, decisions and analysis of results [4].

F.P. Büchel considers that training of metacognitive competences is more efficient if working
in groups, in a climate of cooperation and confrontation, because there is the possibility of mutual
evaluation. In self-training, the individual student is more concerned about solving the problem
itself, bout the acquisition of knowledge and s/he is less concerned by the understanding of how
knowledge is acquired, how solutions were found or decisions taken.

Researchers have built a hierarchical model of the criteria-assessment questions in the class-
room climate in function of different elements: diversity of awareness, respect for others’ style,
commitment, encouragement, student-teacher relationship, student-group-class relationship, learn-
ing with pleasure, and sense of humour, comfortable participation and freedom of expression.

Studies that explore the effects of attitudes and emotions on learning indicate that stress and
constant fear, at any age, can circumvent the brain’s normal circuits. A person’s physical and
emotional well-being is closely linked to the ability to think and to learn effectively [1].

2.2 The Instrumental Enrichment Program

The Instrumental Enrichment Program is composed of a set of exercises divided into 14
tools that are used as means for developing mental capacities. The exercises do not concern the
acquisition of specific knowledge, but the acquisition of mental skills, of ways to use concepts in
different situations [2]. Each instrument is focused on specific cognitive functions and provides
means for developing cognitive capacities necessary for solving tasks that require a high level of
abstraction.

The Instrumental Enrichment Program components are:
• Organization Points;
• Spatial Orientation I.
• Comparisons;
• Analytical Perception;
• Pictures;
• Spatial Orientation II,
• Classification,
• Temporal Relations,
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• Instructions,
• Family Relations,
• Numerical Progression;
• Syllogism;
• Transferable Relations;
• Outlines.
The exercises have images and temporal relations that are organized differently and provide

a gradual increase in difficulty. In this way the student is encourage to a progressive acquisi-
tion of skills necessary to solve the problems or tasks, thus strengthening motivation, the feeling
of competence and autonomy in organizing intrinsic work. Subjects become aware of the im-
portance and need for discussion about the work done and to make transfers on the basis of
principles/rules/patterns formulated during activity. The development of principles/rules/pat-
terns and the implementation of transfers are very important elements. All the details of the
page of an exercise must be caught and analyzed and a synthesizing valid principle must be
identified and expressed in a concise sentence. A principle is important because it can highlight
a complex problem, newly learned information, or a necessary element to solve the exercise.

The transfer is created as a link between the principles/patterns/rules resulting from the
reflection necessary for understanding and addressing new events [3]. During an activity, two or
more instruments are used in order to avoid monotony of using for a long period the same type
of exercises, or the feeling of failure resulted from difficulties in solving an exercise. Students are
lead to use different instruments and to learn to choose the right ones. An activity is made up of
elements called "pages". A page contains a story, illustrated by images. Each instrument begins
with a picture page (cover or homepage), which is used for placing the instrument, creating a
horizon for motivation and development through the following pages.

Any learning (instructional) form may be tackled from the point of view of the general systems
theory, distance learning forms included. A system is defined by a set of elements that interact
and work together in order to achieve an objective [7, 8]. Cover pages have certain features
that remain unchanged from instrument to instrument to highlight the continuity of work, but
each instrument is different from others. The mediator/trainer oriented subjects to consider the
symbol on the cover to deduce the exercises that will solve the issues and that they will discuss.

2.3 Organize An Activity Of The Instrumental Enrichment Program

An activity of the Instrumental Enrichment Program is organized respecting some rules and
some key moments: the introduction, individual work, discussion and conclusions [5]: In the
following I will briefly present the key moments and the rules to follow.

Introduction. By going through this phase the mediator wants to awake the group interest
in the work that will be developed and to define the problems they will have to solve. The
introduction begins with revision, i.e. data from previous lessons. The mediator shall ensure
that requirements and concepts were well understood, and that the vocabulary necessary to solve
the task is assimilated. Students will learn to analyze the page autonomously. The trainer guides
students in observing and identifying objectives [10].

Individual Work. In this stage students will be asked to solve an individual task, after
which they will be involved in a discussion aimed at highlighting possible strategies for solving
the exercises from the page. Students must understand that it is important not to finish quickly
the exercises of a page. Is important to understand how to solve a task and how they form and
develop certain abilities. An activity based on reflection, even if not fully effective, may be more
useful, more fruitful than the one done in a hurry, because it is based on a more deep analyze
the processes that formed it.
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Discussion. When most students have completed the individual task the trainer may start
the discussion stage. Being particularly interested in mental processes that led to finding the so-
lution, it is appropriate to insist on correct answers and to explain the wrong ones, to understand
the mental processes through which solutions were found [12]. At first it is recommended that
the mediator identifies the link between work and other applied situations, then the students will
gradually create these connections between the instruments and the surrounding reality. Each
transfer is built on a solid and appropriate explanation of the type of connection between the
examples and the proposed developments.

Conclusion. At the end of each lesson there should be a revision of the whole activity.
Even if it is short it should highlight the steps taken to achieve the objective, the new words
acquired, targets and strategies set out above for achieving the aim of the lesson. It is possible to
encourage valorisation activities to determine individually or in small groups the utility obtained
by applying different tools.

3 The Case Study

Development activities of the metacognitive skills students were conducted by applying the
tools instrumental enrichment program developed by Reuven Feuerstein a group of 75 students
from the Faculty of Engineering "Hermann Oberth", Section Computer Sciences, of the Univer-
sity "Lucian Blaga"

Principles: One event can’t be observed by itself , it has to be seen in the whole context,
before and after. We have to make a difference between opened eyes dreams and reality, between
what is possible and impossible. We have to be aware about our goals, about their importance and
about the risks they implied.

The 75 students have bee enrolled in a trening program aimed to develop their metacognitive
skills. One group (40) has worked only in the classroom and one group (35) has used also the
web based application designed to support them in developing metacognitive comptences. The
web based application is preparing the student for the training program, the students becoming
familiar with the kind of exercises used in the Fuerstein program.

At the end of the training program the overall scores of the students that have used also the
web based application was significant higher than the score of the group that worked only in
the classroom. Gender has not a significant effect on students’ perception of their metacognitive
skills.

A rather uncomfortable conclusion is that more than 75% of the students (no gender sig-
nificant differences) have difficulties in expressing in words their thoughts and experience. The
group that has a pre-training with the Cogitino web based application was significant more rapid
in solving different tasks, but has the same difficulties in expressing in words their thoughts and
experience as the control group.

4 The Web Application

In order to help students to better understand their thoughts and experiences a support
software - Cogitino - has been designed and implemented. Cogitino is a web based application
(fig.1) that offers a set of resources concerning meta-cognitive skills and acts as an adviser for
the student that is enrolled in the metacognitive skills development training program. Cogitino
is a multi-agent system (fig.2 ) that through its Profiler agent determines the student’s level of
meta-cognitive competences and then recommend different training paths (fig.3).
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The system is rating students’ metacognitive competences based on the answers to several
questionnaires and problems’ results.

Before applying the Instrumental Enrichment Program students are asked to solve several
problems similar to those that they will have to solve during the class.

Principle of e-learning applications have been observed [1, 7]

Figure 1: The Home page of the Cogitino application

Figure 3: Cogitino - Training resources
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Figure 2: Cogitino - General structure

5 Conclusions

Metacognitive skills are mandatory for today students. They must be aware and must know
their mental processes and they must be able to self-monitor, regulate, and direct their actions
to their global aim. Metacognitive training becomes an important and basic tool also in business
and management efficiency, skill and competences.

The result of the research carried out leads to evidence of at least three essential aspects
in the development of students’ meta-cognition competences. First, students balance their at-
tention in preparation, implementation and evaluation of the educational and training process
itself, but their qualitative analysis is poor. They have a reduce vocabulary and therefore a
difficulty in explaining their experience and performance. Secondly, being enrolled in a technical
program they feel, at least at the beginning of the training program, that they do not need to
express themselves in words. And last but not least, the lack of general culture is an obstacle
in understanding some of the tasks and problems they have been asked to solve. Meta-cognition
components are usually observed only in the final stage of evaluation.

Another conclusion is that the web based application has been appreciated by students as
very helpful. Considering this aspect and that in educational practice meta-cognition principles
can be developed and applied efficient by students following a training program that included
theoretical aspects and practical-application, my future work will consist in enriching (with the
help of colleagues from the Computer Science Department of our university) Cogitino with two
new modules : one module that will automatically generate explanations after a task has been
solved, showing to the students how s/he has proceed, and another one that will be a "vocabulary
training" for the student.
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Abstract: Traffic streams, sources as well as aggregated traffic flows, of-
ten exhibit long-range-dependent (LRD) properties. This paper presents the
theoretical foundations to justify that the behavior of traffic in a high-speed
computer network can be modeled from a self-similar perspective by limiting
its scope of analysis to the network layer, since the most relevant properties of
self-similar processes are consistent for use in the formulation of traffic models
when performing this specific task.
Keywords: Long-range-dependent, network layer, network traffic, self-similar
process.

1 Introduction

Still rooted in the genesis of the design of present day high speed computer networks is
the trend to scalable development with a base prepared for the primary support of processing
applications which, although requiring a reliable transport service, are not demanding in terms
of other quality of service (QoS) parameters such as delay, flow rate, latency, and loss rate. It
is a reality that is subordinated to financial justifications, unable to reflect both the behavior
and the operation of present day network environments, most of them characterized not only by
their scalability and support of services and added value applications with high band width and
availability requirements, but also by their convergence, complementarity, and interoperability.
On the other hand, sustained development in the fields of optical, nanometric, and quantum
technologies with greater emphasis has allowed the evolution of computer networks, providing
them with the capacity needed to satisfy simultaneously the requirements of diverse traffic,
creating the scenario inherent to the appearance of new services and applications for which
this characteristic is essential; we are in the presence of services that involve real time traffic and
which, because of their nature, have highly demanding needs to and from the available bandwidth.
Therefore, the new high speed networks must be capable of providing a service that not only
ensures the availability of the resources, but is also provided under quality conditions that are well
defined, parameterizable, adaptable, and dynamic in their assignment, because the requirements
of present day real time applications and services cannot be satisfied using the high-level protocols
if the carrier networks do not offer the necessary guaranties. It is crucial, therefore, to make
quantitative analyses that evaluate the service quality offered by the new technologies, leaving

Copyright c⃝ 2006-2010 by CCC Publications
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aside the unsubstantial bases, arguments, and assumptions. The main problem that appears at
the time of making a rigorous evaluation of the performance of a communications network is that
of modeling the input traffic to the network. In fact, to many authors, traffic modeling is the
most critical problem related to the evaluation of the performance of communications networks,
because the success of the analyses depends directly on how representative of reality are the traffic
models used. Historically, traffic modeling had its origin in conventional telephony systems and
has been based almost exclusively on assumptions of independence between the times of arrival of
successive grids and exponential durations in the use of the resources. Concretely, the acceptance
of both assumptions implies a restriction toward the stochastic processes so that they obey a
universe of Poisson or Markov processes. In that respect, the usefulness of their use by network
designers as well as by systems analysts for planning capacities and predicting performance is not
questioned [1]. However, in a wide range of real world cases it has been verified that the results
predicted from the analysis of tails differ significantly from the actual observed performance,
and this marked discrepancy has its origin in the fact that traffic processes often present LRD
on many or all the temporal scales, while Poisson or Markov models, which have no memory or
show short-range dependence (SRD), present traffic flow over much shorter time scales. As a
result, there is a tendency to produce highly optimistic forecasts of performance due to the use
of distributions with finite variance for characterizing the periods with the presence and absence
of burst packets. In view of the above arguments, the following working hypothesis is proposed:
“It is completely feasible to restrict the evolution of a statistically self-similar process to a well
defined application setting without altering its nature and its more important properties, in that
way highlighting the validity of its postulates and giving greater plausibility to its physical inter-
pretation.”
In this context, the plausibility refers to the action of conferring an admissible character, therefore
worthy of consideration, to one or several parameters that are components of an analytical model,
whose interpretations do not constitute only a mathematical idealization. This paper presents a
detailed discussion of the theoretical bases that justify the fact that the behavior of a high speed
computer network traffic in the presence of long-range dependence can be modeled from a self-
similar perspective limiting its analysis setting to the network layer level, stressing that all the
most relevant properties of the self-similar processes are consistent for use in the formulation of
traffic models when this distinction is made, since the need for its concept is justified to describe
the traffic that is registered in the settings of present day computer networks.

2 Bibliographic Discussion

Since Kleinrock’s publication [2], later expanded in [3], which establishes the mathematical
theory that governs networks with packet switching, the existence of temporal dependence in the
performance of the different types of data traffic flows has become an exciting field of research
with countless discoveries, with the huge impact and influence that they have on the performance
of tail systems standing out among them. The latter fact accounts for both the current existence
and coexistence of a wide variety of input traffic models that show structures with rather complex
correlations, which are applied to cases in which the models of the communications systems
that are being studied allow adequate analytic handling. In any case, these models, basically
Markovian, neglect the temporal correlations starting from a given temporal separation, even if
the latter can be increased arbitrarily at the expense of complicating the models with additional
parameters. Since 1993 an increasing number of published studies have documented that the
data traffic pattern is well modeled by self-similar processes in a wide range of real world and
network situations [1], with their top reference point and foundational work in the research of
Leland, Willinger, Taqqu, and Wilson [4], presented originally at ACM SIGCOMM ’93, and
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then amended and extended in [5]. In spite of the existence of some previous papers that provide
informal descriptions of this performance, such as [6]- [8], and to an exception from Mandelbrot
himself [9], no one had submitted the idea of self-similarity applied to the analysis of data
traffic in itself, and that paper shattered the illusion that a simple tail analysis, based on the
assumption that the traffic follows a Poisson distribution can model adequately all the network
traffic [1], showing that traffic in Ethernet has a self-similar or fractal nature and therefore
requires new modeling and analysis statements. In this respect, the methodology followed by the
authors involves a massive compilation of traffic samples from 1898 through 1992, from different
Ethernet LANs of the research and engineering center of Bellcore in Morristown, USA [5], which
resulted in a detailed temporal high resolution collection totaling more than 100 million packets
with 10 µs precision, grouped in four sets of measures available in [10], and in the application of
a rigorous and exhaustive statistical analysis based on the modeling of the traffic sources using
hyperbolic tail distributions, in particular Pareto’s, comparing the results with the behavior
of the traffic flow of the real traces, and in the observation of the estimated value of Hurst’s
parameter (H) for each of the four sets of traffic samples, expressed for processing as a series of
ordered pairs of data composed of the time of arrival and the size of the Ethernet packet, as well
as for each level of temporal traffic aggregation considered.
A complete analysis of both the statement and the methodology followed by the authors is found
in [11] and [12], and their proofs in [13]. Specifically, this research shows that:

• It is possible to model Ethernet traffic producing results similar to those of real Ethernet
traffic using few parameters (parsimony), and with the fundamental added value of being
physically plausible.

• Ethernet LAN traffic can be modeled through the superposition of many sources that vary
between a state of burst transmission and one of inactivity, using for their characterizations
infinite variance distributions. In particular it is proved using a Pareto distribution.

• Ethernet traffic is statistically self-similar regardless of the place and time at which it is
checked.

• The degree of self-similarity measured in terms of Hurst’s parameter (H) is a function of
the use factor of Ethernet and can be used to get the magnitude of the traffic bursts.

• Traditional traffic models are unable to capture the property of self-similarity.

These results and their deep implications, as can be noted from the preceding paragraphs, pro-
duced a host of researchers seeking to observe that same behavior associated with the largest
variety of communications and applications scenarios.
What follows is an exhaustive literature review of research results in relation to their field of
application, that approaches the treatment of systems communications systems and applications
from a self-similar perspective. It should be noted that the idea is not only to show the appli-
cation of this view, but also to present results that dissent from it. The self-similar or fractal
behavior of traffic in WAN networks is shown in [14]- [16], pointing out the failure of Poisson
models to represent the strong correlations that exist at different temporal scales. Evidence and
conclusions on this behavior in traffic due to the WWW are provided in [17]- [19], considering
interconnection scenarios as well as traffic patterns in browsers. On the other hand, [20] and [21]
point out the fractal nature of the data flow of the protocols that compose the signaling sys-
tem 7 in common channel signaling networks [22], showing that the traditional methods are not
adequate to interpret their behavior, and the duration of the calls are better characterized if
hyperbolic tail distributions are used. In another setting, [9] and [23]- [25] show that the LRD
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is a characteristic inherent to VBR video traffic that does not have any relation with the type
of codec or the number of special effects that contain the recorded scenes. Specifically, the VBR
video traffic flow transmitted through B-ISDN, ATM, and Internet networks are studied, show-
ing that the behavior of the distribution’s tail that represents the marginal band width can be
described exactly if hyperbolic tail distributions (like Pareto) are used; that the self-correlation
function of the video sequences decays hyperbolically (this is equivalent to long-range depen-
dence) and it can be modeled using self-similar processes, and finally, that the use of models
that only capture the SRD is inappropriate for characterizing this kind of traffic because it over-
estimates the performance, leading to insufficient resource assignments, which finally derives in
poor perceptions by the users of the networks when difficulties appear to achieve the service
quality expected by them. In the field of wireless communications, in [26] it is shown that traffic
in CDPD networks has an LRD behavior. Using the R/S and Variance-Time methods, it es-
timates values for Hurst’s parameters of H = 0.8 and H = 0.9, respectively, thus disregarding
the use of predictive models based on Poisson arrival processes. In [27] an investigation is made
of the impact of mobility on the added traffic in wireless networks in the city of Bristol, UK,
and of whether the applications of voice and data together produce self-similar traffic. It is
concluded that the added traffic generated by the mobile users that use voice and data services
together show a self-similar LRD behavior that has no relation with the rate of penetration of
the services. They warn on the drastic changes that wireless multimedia service implementa-
tions must undergo in terms of the traffic profiles used in their models to be able to capture
that characteristic. From another perspective, in [28] it is shown that traffic in wireless networks
with ad hoc topology is self-similar and forecastable as a consequence of the fact that subjacent
temporal self-similar series are, in essence, predictable. The required data are captured using
a wireless test network with ad hoc topology. The analysis of traffic and the design of wireless
IP networks describing TCP traffic as dominant in present day Internet is approached in [29],
indicating that its statistical nature shows the same behavior over all the temporal scales. It
also presents an analysis of traffic traces which shows the statistically self-similar nature of the
traffic due to WWW and to the VBR video over these types of networks. In [30] develops a
new model for traffic in wireless networks that has its origin in the alternating fractal renewal
processes (AFRP) proposed as traffic models in [14], and in the wide band network traffic model
using the extended alternating fractal renewal processes (EAFRP) proposed in [31]. With the
incorporation of a limiting rate for alternation between the two states, called extended limiting
rate, the Rate-Limited EAFRP model is formulated, which assumes an advance with respect to
the wireline models used traditionally for model traffic in wireless networks, since it takes care of
its two main deficiencies: omission of the effects of the LRD temporal correlations, and inability
to make reliable performance forecasts due to the high dependence on short-range processes.
In [32] there is an extensive discussion of the problem of modeling the data traffic that flows
from and to the wireless networks with respect to the Internet, taking care of large scale wireless
communication structures. Based on the methodology presented in [33] and tested extensively
in [34], [35], it is concluded that the circulation of traffic flows cannot be treated using Poisson
models, and that their behavior is statistically self-similar. In [36] two solutions are proposed
to create an interconnecting bridge between WiMAX and WiFi links. The former is based on
maintaining a certain level of QoS from one end to the other regardless of the wireless technology
used, while the latter is aimed at the reduction of the complexity in its physical implementation
at the expense of not providing any QoS guaranty. In both cases the performance of the system is
compared with computer simulations that consider real time traffic with long-range dependence
that is manifested trough a polynomial type decay of the self-correlation function. To model
the traffic generated by the many terminals within the WLAN, recourse is made to the On/Off
methodology presented in [14], supporting its foundations on [37]. Finally, in the same context,
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but in another field of application, [38] deals with the use of fractal geometry in the antenna
design process, while in [39] a general synthesis methodology is proposed that covers the efficient
design of fractal antennas and their WiMAX applications. In the field of optical networks, [40]
deals extensively with the use of self-similar traffic models, in particular that proposed in [15], as
the only way to represent reality faithfully and to evaluate the performance of Ethernet passive
optical networks. In [41] a new protocol is proposed for labeled switching in optical networks
with optical burst switching (OBS), with time/space labeling that allows to keep the signaling
always joined with the addressing functions. The results obtained are based on simulations under
the premise of accepting the self-similarity of the traffic in the networks with wavelength division
multiplexing. Finally, [42] reports on the implications of reducing the self-similarity of IP traffic
by the OBS assembly algorithms. In spite of what all the above arguments imply in terms of
putting in evidence the merits and advantages of the use of parsimonious models and which also
provide a plausible physical interpretation to its parameters, the question arises on the degree of
prevalence of these self-similar traffic patterns and on which are the conditions for the analysis of
performance to depend critically on considering self-similarity. In this sense it is valid to inquire
not only about the origin of the data that have been analyzed with respect to the synthetic traces
generated, but also on what is the context or the setting in which these comparisons have been
made, and where are the results aimed at. It is no less true that in the light of all the research
presented, it seems even irrelevant to think of a traditional analysis of tails to represent data
traffic flow in present day high speed networks. But this is neither categorical nor restrictive;
this methodology cannot be disregarded flatly, and neither is its proper to think that the former
is the unified solution by simply arguing it ubiquitousness in all the temporal scales, because
this, analyzed from a higher perspective, and even though the presence of the correlation in the
traffic is not under discussion, brings about the question of whether the correlation structure
alone is sufficient to characterize traffic over self-similar processes. The context described in this
way is very extensive, and therefore the results must be limited.
There are several reports that put in evidence the lack of consensus on the application field of
self-similar models and of the impact of LRD on the performance of communications systems, and
even though their number is much more limited than that of those whose results support exactly
the opposite, their conclusions must be analyzed carefully because they bring forth, in essence,
a critical and fundamental matter in common: “since the traditional tail models are unable to
put in evidence the self-similarity characteristic, its validity for predicting performance would be
supported if it is shown that self-similarity does not have a measurable impact on performance,”
and even more so if it is shown that the models based on self-similar stochastic processes fail
when considering the impact of important characteristic parameters in each particular network
case. Precisely based on this last point, [43] presents a detailed analysis of a fault detected in
self-similar models by considering that they are incapable of reflecting the impact of the range
of temporal scales of interest for evaluating the performance and the prediction of problems,
and those first order statistics such as the marginal distribution of the process. Based on traces
generated by a JPEG encoder of an NTSC television channel and the traces of [6] it is reported
that:

• There is a correlation horizon such that the rate of loss does not affect performance beyond
it.

• The correlation level considered for evaluating performance depends not only on the struc-
ture of the source traffic correlation, but also on the temporal scales belonging to the system
that is being studied.

• The scale factor considered has a considerably greater impact on the rate of loss than
Hurst’s parameter or the size of the buffers.
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• Increasing the size of the buffers helps reduce the rate of loss if we are dealing with SRD
traffic. On LRD traffic it does not have a considerable impact.

The in-depth analysis of this work shows that the impact of the LRD is dealt with over the
contribution of the single server model in relation to the size of the input buffer, using for that
purpose a model of fluid [44], [45], that presents a hyperbolic drop down to a given cut coefficient
from which it drops to zero. Based on the results from many simulation experiments using video
traces as well as Ethernet traces for different values of Hurst’s parameter, cut coefficients and
buffer sizes, and a wide range of marginal distributions, the authors discovered the existence
of a critical cut coefficient that they call “correlation horizon,” such that the rate of loss is not
affected if the cut coefficient is increased above it. Therefore, the correlation horizon separates
the relevant from the irrelevant correlation coefficients with respect to the rate of loss. Finally, in
their conclusions the authors argue that because of the existence of a finite cut horizon (which in
the case of the finite buffers is a function of their size), any model that captures the correlation
structure up to that horizon will be valid to represent the system. On the contrary, if the
correlation horizon is infinite, i.e., the system’s time scale cannot be determined clearly, then self-
similar models must be used. Based on the above point, [46] states that in the case of considering
a finite buffer, the effects of the LRD are detectable only if it makes the occupation periods
become sufficiently long, since the behavior of their tail is affected largely by the characteristics
of the traffic that arrives during those periods. In that respect, this appraisal is based on [47],
where through the definition of the concept of “relevant temporal scale” as the typical duration
at which all the arrivals at a tail interact and affect collectively their behavior, it is deduced that
for the large buffers the size of the tail can be large, so many arrivals interact in the tail and
cause the long-range correlation to cause more losses than those predicted by the models that
are not capable of considering it or do not consider it. However, in the case of small buffers,
where few arrivals interact, the effect of the LRD is imperceptible. Therefore, the standpoint on
the appraisal of the effects of the LRD in terms of its impact on the occupied periods is depicted
by the authors through the concept of “reset effect,” which involves that as the buffer in question
is emptied, the system forgets everything. In this way, in the case of VBR video servers, since
they are sensitive to the delay and to the loss of meshes, the intensity of the traffic flow will
not be very large, giving rise to short periods of occupation and a very pronounced reset effect
in the regions of practical operation, an effect that will also be reinforced in the case of finite
buffers, due to the truncating effect of these types of buffers. The latter is due to the fact that
an occupied period in which there is overflow is shorter than the corresponding one in an infinite
buffer model, or similarly, there can be several periods occupied in the finite buffer version before
the corresponding occupation period ends in the infinite buffer version. Then, through the use
of Markov models, the authors finally report that when the SRD is strong and parameter H is
moderate, the LRD has no impact on the occupation of the buffer, and therefore their models
give rise to good estimations, and in the case in which the SRD shows a slightly pronounced
behavior and parameter H has a high value, the truncating effect is sufficiently strong for their
models to estimate well the rate of loss, even though it is admitted that for a high traffic intensity
and a large buffer size the estimation of the mean size of the tail is bad. In [48], a research having
characteristics similar to those of the previous one, the concept of critical temporal scale (CTS)
is introduced as follows. Given the size of the buffer and the marginal distribution of mesh sizes,
the CTS of a VBR video source is defined as the number of mesh correlations that contribute
effectively to the rate of loss of cells. Using models of the video traces of [9], the authors state
that for Markovian models as well as with LRD, the CTS is finite and decreases with the size
of the buffer. Consequently, and under the assumption that the size of the buffer required to
multiplex a large number of VBR video source is typically small due to the restrictions that
correspond to real time applications, it is concluded that for buffer sizing scenarios in ATM
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networks it is not necessary to capture the correlations with the LRD of a video source even if
the traffic shows this behavior markedly, because for all practical cases the SRD has a dominant
impact. The following can be argued with respect to this last conclusion and to the research in
general:

• The result is based on an analysis that relies completely on marginal Gaussian distributions,
and even though it can be explained from the perspective of keeping an adequate analytic
treatment, it is not sufficient for validating absolute generalizations of the “in all cases”
type nor to attenuate the fact of working with distributions independent of the behavior
of others.

• The behavior of the models if hyperbolic tail distributions are used or if they are tested
with distributions without margins is not reported.

An extended version of this research is [49], where not only these two considerations are taken
up, but attention is also given to the relevance of the SRD and the LRD in real time VBR video
traffic in wide band networks (particularly ATM) and in the integrated Internet services, and
through a theoretical and simulations approach, the authors tackle the problem of determining
admissible ranges for the probability of cell loss and its relation with the size of the buffers in
terms of the maximum delay. It should be noted that this research takes place within the context
of validating the use of Markovian models and SRD for video applications, and for that purpose
the authors show basically that:

• The long-range correlations have no impact on the probability of cell loss.

• An adequately implemented Markov model that captures the relevant range of correlation
provides good predictions of performance.

• The capture of the LRD by itself can lead to an underestimation of the necessary resources
in the network.

• The CTS explains the strong relation existing between the probability of cell loss in ATM
and the SRD at the expense of the LRD. That is, for the applications of interest, the CTS
is small and more sensitive to the short-range than to the long-range traffic correlations.

• Analytically simple Markovian models are feasible and have the capacity to harmonize
marginal distributions and correlations over a given critical temporal scale.

As a last example of the already mentioned lack of consensus in the field of video traffic, [61]
presents a model of a VBR traffic source that uses finite states Markov chains, and states that
although the original model presented in [26] is good in terms of its parsimony, it does not lend
itself adequately to analytic studies. Summarizing, six reports have been presented so far with
a common denominator: dissenting on the blind applicability of the self-similar model and its
implications in performance, considering as examples systems that involve video traffic, mainly of
the VBR type. But as expected, this is not the only field in which discrepancies appear, and more
acutely and in direct relation with the working hypothesis stated there is a number of reports
that question the validity of the use of Hurst’s parameter as a single descriptor to characterize
the LRD of a self-similar stochastic process. But before dealing with this topic a last group of
reports are mentioned that have a critical position toward self-similar models in areas other than
video traffic. In the field of wireless networks and their associated technologies, [51] studies the
behavior of the self-similarity characteristic of traffic when it goes from a wired to a wireless
network through a gateway, concluding that the device can change the traffic’s degree of self-
similarity as a direct consequence of the reassembly and repacking operations on the self-similar
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input traffic, even reaching its annulment. In [52] the above behavior is reaffirmed considering the
study of the influence of the MAC mechanism of IEEE 802.3e on LRD traffic when it goes through
one or several links, suggesting that the traffic transported through a WLAN interface undergoes
deep structural changes in its statistical model, and showing that the fractional Gaussian traffic
model is inadequate to describe its behavior. Finally, in the field of OBS networks, [53] reports
the development of an algorithm for the assembly of bursts that has the purpose of reducing
the degree of self-similarity of IP traffic. It is admitted that this is a characteristic inherent to
WWW traffic, but its presence causes an important disadvantage in terms of the performance
of the tails, so it must be reduced in favor of a random SRD traffic. The first paragraph of this
page mentions the existence of some research that questions the use of Hurst’s parameter as a
single indicator to capture the self-similarity characteristic of a stochastic process that boasts
of being such, in addition to stressing the importance that this fact has to prove the stated
work hypothesis. In this respect, and recalling its statement, it is specified that the idea is not
to validate exhaustively the self-similarity parameter or Hurst’s parameter, but only to obtain
an indicator of the presence of the characteristic in representative traffic series. Consider the
following definition: The valuated real process X(t) , t ∈ R is self-similar with H > 0 if for all
a > 0 the finite-dimensional distributions of X(at) , t ∈ R are identical to the finite-dimensional
distributions aH X(t), t ∈ R, i.e.,

{X(at), t ∈ R} =d {aHX(t), t ∈ R} ∀a > 0 (2.1)

where =d means equality for all the finite-dimensional distributions [54], [55].
The property defined by (1), is usually known as the scaling property, and a direct consequence of
its definition is that a self-similar process preserves its distribution, and thereby its statistics, since
it is subjected to a temporal scaling. Also, from the same standpoint parameter H, or Hurst’s, is
known as the self-similarity parameter for the stochastic process X(t) to which it is associated.
The first report that recognized and approached the need to have additional parameters to
characterize the variability of the traffic is [26], where although it is accepted that H is necessary
for that purpose, it is not sufficient. Through a detailed statistical analysis of VBR video samples,
the authors conclude that the self-correlation of the VBR video sequences decays hyperbolically,
equivalent to the LRD. But since the LRD is related to the frequency of the components of the
process and not to the distribution of the bandwidth requirements, if the marginal distribution
is compressed because the coefficient of variability (coefficient between the mean bandwidth and
the standard deviation) tends to zero when the number of multiplexed input sources that give
rise to the traffic tend to infinity, the traffic, as the number of sources increases, is confined within
narrow statistical limits, and although within these frontiers the behavior continues to be long
range (result confirmed through H = 0.7), in the range in which the standard deviation is much
less than the product of the mean of the bandwidth distribution and the number of multiplexed
input sources, the traffic does not depend on H. Therefore, H is necessary to characterize the
variability, but it is not sufficient. So an adequate characterization of video traffic must consider
at least the following four parameters: the mean of the bandwidth distribution, the number
of multiplexed input sources, the standard deviation, and the coefficient of variability derived
from them. The authors make it clear, finally, that these results are valid only if they follow
the central limit theorem [56], i.e., when the standard deviation is finite. Although the above
result may seem to be expected because the parsimony can lead to imprecision in both the
interpretations and the results, it is not so in relation to the effect produced by assuming that
if the detailed behavior of the components of a given stochastic process, P1, that shows some
degree of self-similarity H1 is not known, then a biunivocal correspondence between H1 and P1

is clearly established. In other words, processes that show clearly differentiated behaviors are
possible, but their correlation structures must be characterized by the same H parameter. In this
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respect, [57] approaches this problem considering the asymptotic behavior of an unlimited buffer
of a multiplexor under different self-similar input traffic models, in particular, Cox’s infinite
server models, or M/G/∞ [58], and fractional Gaussian noise models [59], [60]. In this way
the authors report getting two completely different behaviors for the buffer’s probability tail,
namely that while with the former the drop is mostly hyperbolic, with the latter it presents a
Wiebull asymptotic behavior [61], simply showing that Hurst’s parameter is insufficient as a single
descriptor to characterize the LRD in input traffic models [62], [63]. In [64] it is also shown how
synthetic traces that have identical self-similarity parameters and means differ significantly from
one another. Finally, in [65] the insufficiency of Hurst’s parameter by itself as a precise descriptor
of the long-range dependence of the traffic in an Ethernet network is reported. In this research
it is shown convincingly, through an analysis of tails applied to a series of representative data of
the traces of the real traffic registered in the Ethernet network of the Department of Computer
Science of the University of California at Los Angeles, CA, USA, that Hurst’s parameter does
not provide a precise prediction of the performance of the tails for a given LRD traffic, and that
its behavior is not monotonic with respect to the presence or absence of bursts if the original
series is disaggregated into smaller ones, which also implies that H does not serve to characterize
the relative importance of groups within a whole. It is clearly seen that both results are opposed
to the conventionalism of [6] since H cannot be used to size the traffic bursts in Ethernet.
Questions on where, when, and under what set of circumstances the use of self-similar processes
in modeling communications systems and related applications is completely valid, as well as the
uncertainty on the existence of a scenario that brings together criteria and its influence on the
basic characteristics of the processes remain unanswered. However, they seem to have an answer
derived from the analysis of the research of Ryu and Lowen, [66], [67], on the use of fractal point
processes (FPP) for modeling and analyzing self-similar traffic in networks [68]. Concretely,
this research proposes to make a distinction between self-similarity at the application level and
self-similarity at the network level for the purpose of the design and administration of wideband
networks in terms of a correct provision of the QoS required by the applications, and their best
results are the proofs that self-similarity of VBR traffic can frequently be ignored in the face
of the sizing of the buffers in ATM, and that self-similar traffic at the applications level can be
managed effectively in the context of the admission control for assigning resources with service
quality guarantees, because it is independent of the network conditions under which it is sent.

3 Conclusions

A detailed discussion has been presented of the theoretical bases that support the position of
considering that high speed computer network traffic shows self-similar behavior and long-range
dependence. With respect to the above, and considering the arguments in favor and against
this position, it is believed that traffic in present day computer network settings is of a statis-
tically self-similar nature and presents a pronounced long range dependence (LRD). Accepting
the above singularities as inherent to the traffic flow of present day high speed network settings,
it is proposed that their behaviors are amenable to being modeled by limiting their applicability
to the network layer level, estimating that the most relevant properties of self-similar stochastic
processes are consistent to be used in the formulation of traffic models when that distinction is
made, since the concepts of self-similarity and long-range dependence are justified by the need to
describe faithfully the real traffic processes in present day computer network settings. To depict
the concepts with which this research deals, the following work hypothesis is proposed:

“It is completely feasible to restrict the evolution of a statistically self-similar process to a well
defined application setting without altering its nature and its more important properties, in that
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way highlighting the validity of its postulates and giving greater plausibility to its physical inter-
pretation.”

Considering all the arguments given above, it is stated that it is theoretically feasible to prove it,
since all its arguments are correctly founded and supported, and only their proof at the analytic
and experimental levels remains as a future task.
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Abstract: Nowadays, big cities are facing traffic jams, generated by the great
number of automobiles in regard to the limited infrastructure capacity. Drivers
are being presented with these problems: increased time spent between areas
of interest, a higher risk of having an accident and of course stress suffering.
In order to solve the urban traffic-jam problem a number of solutions have
been developed. One of these is TomTom , which offers, free of charge, the
possibility to generate navigation indications for a route. Unfortunately, the
traffic monitoring service is limited to a few countries, but some countries
are not on their coverage area. At this time there isn’t a complete method
to calculate the optimum route from a destination to another, taking into
account street traffic. The only way to get relevant information is represented
by the drivers personal expetraffic jams a series of solutiontraffic jams a series
of solutionrience and the news on TV/radio. Thus, the choice for generating
an optimum route is up to the driver/client and, as a consequence, this method
is not a scientific one, being certified only empirically.
In this context, the paper presents a software solution, which determines the
optimum route, taking street traffic into regard, thus contributing to a sub-
stantial reduction of time spent in traffic by drivers. The information needed
for the application regarding the state of the street traffic can be supplied by
the agents that check all available information sources(news bulletins, radio,
police announcements) and the mobile agents that patrol the streets. The aim
of this paper is to present a solution for determining the optimum route choice
for cars. The solution is composed of two applications: First is MapMaker,
which designs a street map. Second is BestRoute which can add traffic co-
efficients to streets and calculate the optimum route. In order to choose the
best route two criteria are used: the minimum distance and the street traffic
coefficients. The data regarding the streets map and the traffic situation is
taken from a MySQL database; the optimum route from destination A to the
destination B is calculated using a modified Dijkstra algorithm.
Keywords: optimum routes, graph theory, Dijkstra algorithm.

1 Introduction

Today most big cities are facing traffic jams that are generated by the exponential increase of
automobiles versus the original limited traffic flow design. In order to solve the urban traffic jams
a series of solutions have been proposed and used worldwide. One of these is TomTom , which
offers free of charge the possibility to generate a navigation path on their website. Unfortunately,
the traffic monitoring service is limited to a few countries, and Romania is not on their supported
list.

Copyright c⃝ 2006-2010 by CCC Publications
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In Romania such a solution has not been developed yet; existing solutions in Bucharest are
limited to the synchronization of the traffic lights and the existence of a reduced number of
intelligent traffic lights.

At this time a complete solution to calculate the optimum route from a destination to another,
with the traffic taken into account, does not exist. The only information available represents the
personal experience and/or the news on TV or radio. Thus calculating the optimum route is up
to the driver(client) and as a consequence it is certified only empirically.

In this context, the paper presents a software solution, which determines the optimum route,
taking street traffic into regard, thus contributing to a substantial reduction of time drivers spend
in traffic. The information needed regarding the state of street traffic can be acquired either by
agents that check all the available information sources or by agents that patrol the streets.

2 Solutions description

The solution for determining the optimum route is composed of two applications. First is
MapMaker a map designer with the ability to use a background satellite image for easier plotting.
For example, it could use a selection of satellite images from Bucharest, covering the Doamna
Ghica area and the adjacent neighborhoods. After the background image is selected the map is
designed node by node with the use of the mouse. The streets are made by connecting the desired
nodes. The resulting map can be saved both on the local hard-disk and on an external MySQL
database. The second application is BestRoute, used to set traffic coefficients and calculate
optimal routes. The necessary data is taken from a MySQL database.

The application has two modes of usage:
• the client mode, which is used to calculate the optimal route based on the selection of two

nodes. The result is shown both graphically and in text mode;
• the admin mode, which is used for altering the traffic coefficients of a street. In this mode,

you can add, modify and delete user accounts. This mode also provides a set of reports about
customers or streets.

The BestRoute application uses elements and algorithms from the graph theory. A modified
Dijkstra algorithm has been used in order to calculate the minimum distance path between two
nodes of the graph. The features of the algorithm’s Dijkstra are the following:

• there are established a list of distances, a list of previous nodes, a list of visited nodes and
a current node;

• the values from the list of distances are initialized with an infinite value, excluding the
home node, which is set with value "0";

• all values in the list of visited nodes are set with value "false";
• all values in the list of previous nodes are initialized with the value "-1";
• the home node is set as the current node;
• the current node is marked as visited;
• the distances are updated based on nodes that can be viewed immediately from the current

node;
• the current node is updated to the unvisited node, which may be visited by means of the

shortest path from the home node;
• to be repeated (from point f) until all nodes are visited.
Formalization of the Dijkstra algorithm consists of:
Step 1. Initialization of the initial peak having a value of 0: w(X0) = 0;
Step 2. Setting up the lot A comprised of the initial node: A = X1;
Step 3. Analysis of nodes outside the lot A, namely:
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i. If the nodes can be reached by direct arcs from nodes in A, then for these nodes, we
calculate:

w(Xi) = min(W(Xj + V(xj, xi)) for problems of minim (2.1)

Xj ∈ A

∃(Xj, Xi)

And it is added to the lot A only that node for which the minimum value is obtained, then
step 4 is initialized.

Step 4. Analysis of A multitude:
i. If Xn ∈ A, then its value represents the value of the optimum value path from X1 to

Xn; in order to find this path we start backwards from the final node xn and we find the node
Xk1 , Xk2 , ..., Xkr q which form the path searched for, where Xk1 = Xn,

Xkr = X1, and each other index ki+1 is the one for which:
w( ) + v(Xki+1

, Xki) = w(Xki);
STOP.
ii. IfXn /∈ A, the algorithm is resumed from step 3.
w( ) + v(Xki+1

, Xki) = w(Xki);
STOP.
iii. If Xn /∈ A, the algorithm is resumed from step 3.
The application BestRoute uses data from public sources and its own agents. On its execution

the program queries the MySQL database and retrieves the map and its traffic coefficients, then
it shows a color coded visual representation of the traffic map. Upon requesting a route from
address A to address B a modified Dijkstra algorithm is used. It is also possible to select whether
one wants the fastest route (traffic wise) or the shortest route (geographically). This application
also has the possibility to generate reports on customers (useful for the administrator) and on
the state of the streets. The reports generated by the application can be exported in Excel
worksheets and/or PDF document format. For generating reports Microsoft Report Viewer
component within the NET framework was used and the reports were created using the Report
Wizard plus a manual tweak for better presentation of data.

3 Solution output presentation

3.1 MapMaker

In fig. 1 we have the main screen.

Figure 1: Main screen of module Map-
Maker.

Figure 2: The menu Background Image.

By clicking on File we can:
• Create a new map - New;
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• Save the existing map - Save;
• Open a saved map - Open;
• Save the map to the database - Save to DB;
• Open a saved map from the database - Open from DB.

Selecting a background image from the hard-disk is done by clicking on Background Image
(fig. 2).

To design the nodes, we use the buttons from fig.3, which enable:
• Add a new node to the map - Nod nou;
• Show details about a selected street - Detalii muchie;
• Delete a selected node - Sterge;
• Clear the map scale - Clear Scara.

Figure 3: Buttons for creating, modifying and deleting nodes and clearing the maps scale.

Also MapMaker uses a system which automatically determines the scale for the map. It is
necessary to introduce the distance between nodes only the first time. The calculation is done
by the ratio between the initially introduced distance and the actual pixel distance between the
two points.

3.2 BestRoute

The applications main screen is illustrated in fig. 4.

Figure 4: Options of the File menu. Figure 5: Options of the Reports menu.

By clicking on File we can download map and user data from the server or quit.
By clicking on Clienti while in administrator mode one can add new users, modify old ones,

delete them or set whether a specific user is restricted or not.
By clicking on Reports (fig.5) one can request reports on clients, restricted clients and street

traffic.
On opening the application, the system displays the map in img. 6, and selecting the start

node is illustrated in fig. 7.
Generating a non-optimized route in fig.8;
After selecting the destination node the application calculates the shortest path available.
Optimized route provided by the application is illustrated in fig.9.
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Figure 6: Initial state of the Map on open-
ing the application. Figure 7: Selecting the start node.

Figure 8: Image (red one) of non-
optimized route.

Figure 9: Image of optimized route, en-
abling avoiding crowded streets.

If the optimize option is checked the application will generate an optimum route to avoid
heavy traffic areas. Also a time estimate is offered.

For calculating the optimal route, the following distance modifiers based on traffic coefficients
were used: 1, 1.25, 1.66, 2.50, 5 and 999 for closed streets.

To calculate the estimated time, the following maximum speeds were assumed: for excellent
traffic conditions a speed of 50kph, reducing speed by 10kph to the minimum of 10kph for very
bad traffic. Thus, a relatively accurate time can be calculated for the generated route. For the
best estimation possible, a interval of plus/minus 20% is assumed.

On both generating options a street by street text solution is also supplied.

4 Conclusions

Using such an application by drivers leads to avoiding stress and fatigue generated by traffic
jam, thus reducing car crash risks. Also, the application provides information on routes unknown
to drivers thus leading to a better awareness of the city. Implementing the application for a taxi
or currier company offers an edge on competitors, generating a shorter delivery or reply time.
On the whole, large-scale use of the application in partnership with the town hall and police may
lead to general fluidization of traffic, equally improving the environment.
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Abstract: “The foundation of every state is the education of its youth.”
Diogenes Laertius

Long-term energy saving and reduction of environmental consequences of en-
ergy consuming are among the most challenging objectives of our time. People
are prone to routine and habit. To change these habits is almost a Sisif’s work.
In spite of continuous efforts from environmental specialists, we are witness-
ing an increase in electricity (and gas) consumption, at least at the level of
households. Studies carried on have shown that consumers have in many cases
an irrational behaviour. To correct that, researchers are studying consumers’
decision making behaviour and try several intervention measures. In our paper
we are presenting the design and development of a web based adaptive system
aimed to educate citizens for an electrical energy saving behaviour. The system
is composed of three subsystems: adaptation system, user’s profile and knowl-
edge base. We have used a user-centered design approach. For adults, users’
profiles are build taking into account age group, educational level, gender, in-
come, professional aspects, consuming behaviour. A set of questionnaires have
been designed in order to collect users’ data. For children, the standard profiles
are more complicated and, in function of the age group, can be obtained off
line through interviews or/and through online activities (games, quizzes etc.).
The knowledge base is build for the electrical energy domain. The adaptation
sub-system will present information to the user based on s/he profile. The
system is populated with data for users of 6 to 10 years of age. For this users
group a social and affective interaction design approach was used.
Keywords: adaptive web, electrical energy saving, citizens education, inter-
action design, user-centred design.

1 Introduction

The European Union (EU) has established that reducing energy consumption and eliminating
energy wastage are among the main goals to be achieved in the near future. “At the end of 2006,
the EU pledged to cut its annual consumption of primary energy by 20% by 2020. To achieve
this goal, it is working to mobilise public opinion, decision-makers and market operators and
to set minimum energy efficiency standards and rules on labelling for products, services and
infrastructure”. [1]

It seems more than natural, in the information society, to use the web as a mean to make
people aware of the energy saving problem. In fact there are many web sites informing about
the ways of reducing energy consumption [1–6].

Copyright c⃝ 2006-2010 by CCC Publications
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Analysing the content of these web presentations we have found out that though very in-
formative and scientifically correct, they are not always answering to some users’ expectations,
being too serious, and too boring. This was the opinion of 56% of 200 users of age 6 to 22
investigated in 2009. It is clear that different actors that have a word to say in the process of
reducing energy consumption must be approached in different ways.

It is also important to note that it is a problem of changing the behaviour, the mentality and
this is a very sensitive process. Having this in mind we have tried to design and develop of a web
based adaptive system aimed to educate citizens for an electrical energy saving behaviour. The
system is composed of three subsystems: adaptation system, user’s profile or model and knowl-
edge base (domain model). We have used a user-centered design approach. For adults, users’
profiles are built taking into account age group, educational level, gender, income, professional
aspects, consuming behaviour.

A set of questionnaires have been designed in order to collect users’ data. For children, the
standard profiles are more complicated and, in function of the age group, can be obtained off line
through interviews or/and through online activities (games, quizzes etc.). The knowledge base
is build for the electrical energy domain. The adaptation sub-system will present information to
the user based on s/he profile. At present the system is populated with data for users of 6 to 10
years of age.

2 Design Considerations

In our paper we are presenting a first case study with the educational software for electrical
energy saving. The case study is considering users of 6 to 10 years of age. For this category
of users we had use a hybrid user-centred design methodology, blending different kinds of user-
centred designs with interaction (social interaction, affective interaction) and participatory design
and taking into account learning objectives and learners age and preferences.

The design research phase had two steps. Firstly we identified the need of computerbased
educational products, the interest of the users towards computers, the level of satisfaction con-
cerning other computer-based educational products, what characteristics of human-computer
interaction they prefer (sounds, colours, mediating agents) and also the general level of com-
puter literacy. We have also investigated users’ behaviour towards the educational/formative
software market (are they buying educational software, if so, on what subjects, who is the buyer,
how often, etc.). The second step aimed to investigate users’ behaviour towards electrical en-
ergy consumption aspects (how interested they are, did they know what is electricity, how they
perceive other educational software on this topic, are their parents concerned by energy saving,
etc). 130 young pupils from both rural and urban locations participated in the design. 63% were
girls and 37% boys, the age interval being from 6 to 10 years old. 84% had a computer at home.
82% have Internet connexion.

• Children in the first and forth grade (6 years old and 10 years old) are at the beginning of
an educational cycle and therefore more exposed to change, with distributed interests and less
interested than the others (50% are satisfied by the use of computers in class).

• 75% of the subjects that have a computer at home are very interested in using an educational
software, but only 40% of those that do not have a computer at home showed a maximum interest.

• 86% of the subjects prefer computer games and 80% like also cartoons, movies, etc.; 66%
of the girls choose stories and only 43% of the boys; attraction to music is growing with the age,
from 60% at the age of 6 to 85% at the age of 10.

• Most parents are restricting children access to Internet.
• Interest to something new is decreasing with age, from 93% at the age of 7 to 33% at the

age of 11.
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• The influence of the family environment is very important.
• 27% of the subjects voted for a software based mediator agent.
• 94% of the subjects prefer software with sound incorporated.
• For 57% of the subjects software products are provided by parents, 27% are buying them-

selves these products.
• 87% of the children do not know the most important sources of electrical energy (“electricity

is coming from the cable”).
• 73% of the subjects appreciate the idea of quizzes on how to save electrical energy.
• Children with intellectual parents are more aware of the aspects concerning energy saving

especially linked to global warming. Children from rural area are more concerned by the cost of
energy than by global warming. Some of them are thinking that this is not their problem.

• 76% of the subjects are attracted by computers.
Based on these results it has been decided how to design the software interface and how to

structure the content. The software has to use the children’ preferred colours, to have sound
facilities, to enable the use of the mouse but also of the keyboard, the concepts introduced have
to be transparent, the children being able to navigate freely through the software, games have
to be included in order to make more attractive the product and less boring, if the case, and the
mediator has to be included in the software.

All these data have been obtained during working meetings with the children. For example,
we have discussed the video-clip Energy, let’s save it! [1]. The video-clip has been found attractive
by children 8 to 10 years of age. For the others it was not interesting. One observation was that
“it goes too quickly”. In fact the video clip is presenting in less than 4 minutes a global view of
energy waste in the day by day activities. The presentation is user-friendly, in an attractive way
and it raises worries, but no more.

Another observation, concerning a different web application was that “it sounds like papa!”
(Citing: “Don’t leave lights on when no one is in the room. If you are going to be out of the
room for more than five minutes, turn off the light.” [2]). So it was very clear that the site must
be designed taking into account the children preferences.

As a result we have structured the web application in four main chapters:
1. What is Electricity

a. Short history
b. Experiments
c. Sources of electrical energy

i. Classical
ii. Alternative

2. Using and saving Electrical Energy
3. Games, activities, quizzes, puzzles, enigmas
4. Resources for teachers, parents and educators

The system architecture is composed of three subsystems: adaptation system, user’s profile
or model and knowledge base (domain model).

The domain model for electrical energy is a set of concepts, each concept consisting of a set
of topics. Topics are linked to each other thus forming a semantic network. A topic is presented
usually on a web page. A page is divided in sub-pages (chunks) that will differ in function of the
user type [7–9]. The adaptation module is providing different interfaces and contents in function
of the user profile (model). For the moment each page has implemented two variants: user in
the age group 6 to 10, and children older than 10 years.

We have used plants and trees images ant the beginning because these were interesting for
children of all ages (fig.2)



822 I. Moisil, S. Dzitac, L. Popper, A. Pitic

Figure 1: System architecture.

Figure 2: and 2b . Accessing the web application

The user is identified by a user name and a password. This is in fact the link to the user
profile.

The user can freely navigate in the site but also s/he can choose a certain topic looking
at the icons on the screen. For example in fig.4 there several icons (buttons) giving access to
information on electrical energy sources. Each button is also explained by voice.

The children can experience the effect of using too much light (fig.5 and 6).
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Figure 3: Access to the web application. Figure 4: Buttons giving access to infor-
mation on electrical energy sources.

Figure 5: All electrical bulbs are off (the
tree has all leaves)

Figure 6: Four electrical bulbs are on (the
tree has lost most of the leaves)

The client is implemented as Web pages. There is a number of linked frames. We have used
Flash, PHP, MySQL and JavaScript language that made possible to overcome HTML limitations.

Evaluation
The current interface has been evaluated from the point of view of presentation aspects and
functionalities by the children participating in the design and also by other 34 children (6 to
11 years of age). 92% were very satisfied with the web application. 7% would have liked more
games and 1% declared that he is not interested in the subject. Two teachers and two parents
participated also in the evaluation process. The first appreciation was positive.

3 Conclusion and Further Research

In this paper we have described the design and development of an Adaptive Webbased System
for citizens’ education in respect to electrical energy consumption reduction. The system is a
complex one. The core system is implemented and also several modules.

We had presented a first case study with the educational software for electrical energy saving.
The case study is considering users of 6 to 10 years of age. For this category of users we had use
a hybrid user-centred design methodology, blending different kinds of user-centred designs with
interaction (social interaction, affective interaction) and participatory design and taking into
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account learning objectives and learners age and preferences. The results of the first evaluations
were positive.

Future research will continue to develop the system with other users’ profiles (other age cate-
gory, in the first stage) and to evaluate the educational effectiveness of the system’s adaptation.
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Abstract: This paper proposes a genetic algorithm for multiobjective
scheduling optimization based in the object oriented design with constrains
on delivery times, process precedence and resource availability.
Initially, the programming algorithm (PA) was designed and implemented,
taking into account all constraints mentioned. This algorithm’s main objective
is, given a sequence of production orders, products and processes, calculate its
total programming cost and time.
Once the programming algorithm was defined, the genetic algorithm (GA) was
developed for minimizing two objectives: delivery times and total programming
cost. The stages defined for this algorithm were: selection, crossover and
mutation. During the first stage, the individuals composing the next generation
are selected using a strong dominance test. Given the strong restrictions on
the model, the crossover stage utilizes a process level structure (PLS) where
processes are grouped by its levels in the product tree. Finally during the
mutation stage, the solutions are modified in two different ways (selected in
a random fashion): changing the selection of the resources of one process and
organizing the processes by its execution time by level.
In order to obtain more variability in the found solutions, the production orders
and the products are organized with activity planning rules such as EDD,
SPT and LPT. For each level of processes, the processes are organized by
its processing time from lower to higher (PLU), from higher to lower (PUL),
randomly (PR), and by local search (LS). As strategies for local search, three
algorithms were implemented: Tabu Search (TS), Simulated Annealing (SA)
and Exchange Deterministic Algorithm (EDA). The purpose of the local search
is to organize the processes in such a way that minimizes the total execution
time of the level.
Finally, Pareto fronts are used to show the obtained results of applying each
of the specified strategies. Results are analyzed and compared.
Keywords: Scheduling, Process, Genetic Algorithm, Local search, Pareto
Front.
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1 Introduction

The Genetics Algorithms (GA) are a powerful tool for solving combinatorial problems. Nowa-
days, it exits a lot of algorithms inspired in GA for solving real problems such as design of vehi-
cle suspensions [1], product deployment in telecom services [2], design of the flexible multi-body
model vehicle suspensions based on skeletons implementing [3], job-shop scheduling [4], economic
dispatch of generators with prohibited operating zones [5], multi-project scheduling [6], inversion
analysis of permeability coefficients [7], path planning in unstructured mobile robot environ-
ments [8], rough mill component scheduling [9] and power plant control system design [10].

In productive systems is very critical the assignments of resources, for instance, a product has
process and the process requires resources. The programming of the execution of the processes
affects the overall cost and time of the products. Due to this, it is very important try to do the
planning and scheduling in the best way. It can be accomplished with a Genetic Algorithm.

2 Preliminaries

2.1 Local Search

Local search are techniques that allows finding solutions in a set of solutions. It always tries
to improve the actual solution through perturbations. A perturbation is a simple way for chang-
ing a solution. The perturbation depends of the way for representing the solutions, for instance
in figure 1 can be seen a binary representation of a solution, in this case the perturbation can
be done changing ones (1) by zeros (0). On the other hand, in figure 2 can be seen a no-binary
representation of a solution (tour of the Traveling Salesman Problem [11] for example), in this
case the perturbation can be done swapping two elements of the tour.

001001 001101

Perturbation

x x’

Figure 1: A binary representation of solutions. In this case x is the representation of the decimal
number 9. The perturbation was done changing the 4th 0 to 1. Due to this, it creates a new
solution x’ that is the representation of the decimal number 13.

1-2-3-4 1-3-2-4

Perturbation
Swapping 2 and 3

x x’

Figure 2: A no-binary representation of solutions. In this case x is the representation of a tour
in TSP. The perturbation was done changing the 2 and 3 in the string. Due to this, it creates a
new solution x’.
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There exist a many local search algorithms such as Tabu Search (TS) [12], Simulated An-
nealing (SA) [13] and Exchange Deterministic Algorithm (EDA) [14]. Due to this, it is necessary
to find a good representation of the solutions. Obviously, it depends of the problem to solve.

2.2 Genetic Algorithm

Genetic Algorithm (GA) is a search technique used for solving optimizations problem. The
most important in GA is the design of the chromosome. It is the representation of the feasible
solutions. Consequently, the behavior of the GA depends of the chromosome. Due to this, a
bad chromosome implies a bad behavior of the GA. On the other hand, a good chromosome may
imply a good behavior of the GA. The framework of GA can be seen in figure 3.

Genetic Algorithm

S = Create Initial Solutions

Do

Selection (S)

Crossover (S)

Mutation (S)

Until Condition Stop = True

End Genetic Algorithm

Figure 3: The Framework of a Genetic Algorithm.

GA has three important steps. First, it selects the solutions for the crossover and mutation
step. This selection can be done using a metric, for example the Inverse Generational Distance
(IGD) [15]. Second, it takes pairs of solutions for crossing. It can be done at random. Crossover
consists in creates new solutions with parts of two solutions. The two original solutions are
named parents (father and mother) and the two new solutions sons. It is created with half from
father and half from mother. Lastly, it takes some sons for mutating it. The mutation is a step
that allows creating new solutions. It can be done using a perturbation or a local search. The
three steps of GA can be seen in figure 4.

0 1 2 3

1 0 3 2

0 1 3 2

1 0 2 3

3 1 0 2

2 0 1 3

Swap(1, 2)

Swap(0, 3)

Parents

Selection Crossover Mutation

Sons

Figure 4: Steps of a Genetic Algorithm.
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3 A Genetic Algorithm for Multiobjective Hard Scheduling Op-
timization

We state a new Genetic Algorithm for Multiobjective Hard Scheduling Optimization (GAMHSO).
This algorithm works in scenarios with the following characteristics: there are production orders
that are composed by a set of products. Each of the products is described by a product tree that
contains all the processes needed to build such product.

For a product to be ready, it is required the execution of all processes that belongs to its tree. A
process may need the execution of another process (precedence) or other subpart before it can
be executed. The execution of some processes can be only done in certain times (schedules). To
execute a process, a group of resources is required. The defined resources are: machinery, em-
ployees, and vehicles. It is not necessary for a group of resources to contain all types of resources.

Finally, if a subcomponent is required, it has to be constructed by a set of processes or it
can be modeled by a process that indicates idle state (the subcomponent has not arrived yet to
the system). This scenario can be seen in a domain model in figure 5.

Figure 5: Domain model for scenario of GAMHSO

Formally GAHMSO is defined in figure 6. The two objectives of GAMHSO is found a set
of solutions nondominated of the programming of the processes minimizing the overall time and
cost.

The initial solutions are created with some heuristics. The heuristics organizes the produc-
tion orders with rules. GAHMSO use three rules for creating the initial solutions. It selects
the heuristic in at random. The available heuristics for creating the initial solutions are Early
Due Date (EDD), Long Process Time (LPT) and Short Process Time (SPT). EDD organizes the
production orders from lower to upper respect to the due date. SPT organizes the production
orders from lower to upper respect to the summation of the processes time of the products. LPT
is the contrary to SPT.
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Once the initial solutions are created, the selection step selects solutions from the overall set
of solutions. The selected solutions are named candidates. The candidates are the solutions that
can be crossed for creating new solutions. The amount of candidates is defined by the candidate
rate CR.

It is very important the definition of the chromosome for the crossover step. For instance,
consider the product of the figure 7. The representation of two feasible solutions could be to
program the execution of processes in the order 8 - 11 - 9 - 10 - 6 - 7 - 5 - 4 - 1 - 2 - 3 and 11 -
10 - 6 - 5 - 4 - 2 - 8 - 9 - 7 - 1 - 3. The program indicates a feasible solution for programming
the processes. Some processes can be executed parallel, so the order indicates the priority in the
utilization of the resources. For instance, processes 8 and 9 can be executed at the same time,
but in the first solution, if 8 uses a machine that 9 requires, 9 could not executed until 8 free the
resource. The problem with this representation is that the crossover step could create unfeasible
solutions. For example, if we split the two solutions mentioned in the middle and later we cross
those solutions, we will obtain the solutions 8 - 11 - 9 - 10 - 6 - 2 - 8 - 9 - 7 - 1 - 3 and 11 - 10 -
6 - 5 - 4- 7 - 5 - 4 - 1 - 2 - 3. Obviously, those are unfeasible solutions.

Inputs: C ,R ρR

Output: A set (S) of nondominated solutions.

GAMHSO

S = Create Initial Solutions(EDD, LPT, SPT)

Do

S’ = Selection of Candidates (S, C )R

C = Crossover of Candidates (S’, ρ )R

x = generated a integer in [0,2] with a uniform distribution.

switch(x)

case 0: C = TabuSearch(C)

case 1: C = SimulatedAnnealing(C)

case 2: C = Exchange Deterministic Algorithm(C)

end

S = S U C

S = Remove Domiated Solutions(S)

Until Condition Stop = True

End GAMHSO

Figure 6: The framework of GAMHSO

4 Definition of the Chromosome

The objectives of GAMSHO are the optimization of overall cost and time. It plays with the
programming order of the execution of the processes. So it is very important to provide a good
representation of the solutions.

Consider again the product of the figure 7. It has subparts because it is modeling the real-
ity. But, żwhat does a subpart mean? It means that the process that contains the subpart
cannot be executed until the processes that build it have been executed. In other words, there
exists a precedence constrain between the process that contain the subpart and the processes
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that build the subpart. If we applied this to the figure 7, we are going to obtain the tree of the
figure 8. In this tree does not exist subpart, we replace the subpart for the precedence between
the processes. Once the tree is ready, we need to create a chromosome that allows the represen-
tation of the programming.

Process1 Process2 Process3

Process4 Process5

Process6

Process7

Process8 Process9

Process10

Process11

Prod A

SubPrt1

SubPrt2

Figure 7: Tree Product A. Product A requires of the execution of the processes 1, 2 and 3.
Process 1 requires the execution of the process 7. Process 7 requires the subpart1. SubPart1
requires the execution of the processes 8 and 9. Process 2 does not require processes. Process 3
require the execution of the processes 4 and 5.Process 5 requires the execution of the process 6.
Process 6 requires the SubPart 2. SubPart 2 requires the execution of process 10 and process 10
requires the execution of process 11.

First we group the processes by level. It means that the time execution of a process in a
superior level depends on the finalization execution time of the parents in a low level. Formally:

p.start_time = max(parenti.finalization_time) (4.1)

For instance, if process 5 finishes its execution in time 20 and the process 4 finishes its
execution in time 40, process 3 will start its execution in time 40. On the other hand, the
process 2 can be executed since time 0.

Once the levels of the processes have been identified, those are grouped in a level structure.
It can be seen in figure 9. Each process knows its children in the superior level. Due to this, the
chromosome for GAMHSO can be seen in figure 10. The production orders are executed from
left to the right (from up to down). The products are built from left to the right (from up to
down). The processes are executed from right to the left (from down to up). The processes are
processed from left to the right (from up to down).

The crossover step consists in select two solutions, split in the middle and cross. It can be
done by levels. An example can be seen in figure 11. The number of solution that can be crossed
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Process1 Process2 Process3

Process4 Process5

Process6

Process7

Process8 Process9

Process10

Process11

Prod A

Level 0: Processes 1, 2 and 3

Level 1: Processes 4, 5 and 7

Level 2: Processes 6, 8 and 9

Level 3: Process 10

Level 4: Process 11

Figure 8: A view of the precedence tree of Product A group by level.

Process1

Process2

Process3

Process4

Process5

Process6Process7

Process8

Process9

Process10 Process11

Prod A Level0 Level1 Level2 Level3 Level4

Figure 9: A representation of the Product A in a level structure.

is specify by the crossover rate (ρR). Once the solution is created, it is necessary to schedule
the processes of the solution for obtaining the time and cost of the solution. The Programming
Algorithm (PA) is an algorithm that requires a solution for programming all the processes for
all the products of the production orders. It verifies is a process can be executed with three val-
idations: First, it verifies the process precedence. Second, it verifies if the resource are available
for the execution of the process. Lastly, it verifies is the process can be executed in the journey.
Once a process completes its execution, it set the initial time to his children to his finalization
time. PA can be seen in figure 12.

The mutation step of GAMHSO consists in the improvement of the solutions through Local
Search (LS). GAMHSO works with three LS: Tabu Search (TS), Simulated Annealing (SA) and
Exchange Deterministic Algorithm (EDA).

5 Experimental Settings

We tested GAMHSO in a computer AMD Turion 64, 2 GB of RAM and a Hard Disk of 120
GB.

The test consisted in build 1000 products of type A (Figure 7). The parameters were CR = 0.4,
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sns2s1 s3

o1 o2 o3 om

P1 P2 P3 Pi

L1 L2 L3
Lj

p1 p2 p3 pk

Set of
solutions
s

Each
solution has
the same set
of productions
orders but
sorted by EDD,
SPT or LPT

Each order
has a set of
products
sorted by
EDD, SPT
or LTP

Each
product
has a set
of levels Each level

has a set of
processes

Figure 10: The Chromosome for GAMHSO.

ρR = 0.5. We tested the performance of GOMHSA with EDA, TS and SA. For making a real
comparison, we use the Inverted Generational Distance (IGD) metric [15]. It is defined as follows:

Given a reference set A∗, the IGD value of a set A ⊂ Rm is defined as:

IGD(A,A∗) =
1

|A∗|

∑
v∈A∗

{min
u∈A

d(u, v)} (5.1)

6 Results of GAMHSO

The Pareto Fronts for each LS can be seen in figure 12. The results of IGD metric between
the LSs can be seen in table 1. The running times for GAMHSO for each LS can be seen table
2.

EDA SA TS

EDA

SA

TS

1137.0605 7485.2654

6157.3669

6388.229

0

0

01134.2321

7367.1584

Table 1: The IGD-metrics values for each LS against the rest of LS.

EDA

TS

SA

Running Time in seconds

32

57

128

Table 2: Running times of GAMHSO with each LS.
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S1

O

A 0 1 2 3

a

b

c

f

d

g

h

e

S2

O

A 0 1 2 3

b

a

f

c

h

d

g

e

S3

O

A 2 3

h

d

g

e

0 1

a

b

c

f

New

Solution

Solution 1 e-d-g-h-c-f-a-b

Solution 2 e-h-d-g-f-c-b-a

Solution 3 e-h-d-g-c-f-a-b

Figure 11: An example of the crossover step of GAMHSO.

7 Conclusions and Future Works

We designed a new Genetic Algorithm for Hard Scheduling Optimization (GAMHSO). It
works with very difficult scenarios of productive systems. Also, we define a chromosome for
GAMHSO that avoids the creation of unfeasible solutions. Due to this, it is not necessary to
verify if a solution (for the crossover step) is a feasible solution. Consequently, the performance
of the algorithm is satisfactory in comparison with the size of the feasible solutions space. On the
other hand, we state a new Programming Algorithm (PA) for scheduling of a set of production
orders. PA is a flexible algorithm that allows the incorporations of new restrictions to the
processes. It allows calculate the overall time and cost of a set of production orders. We made
a real comparison of the GAMHSO behavior with some local search strategies such as Exchange
Deterministic Algorithm (EDA), Tabu Search (TS) and Simulated Annealing (SA). The best
performance of GAMHSO was using EDA and SA. Lastly, we will investigate a new chromosome
that allows the crossover between production orders.
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Programming Algoritm(O as a set of production orders)

Cost = 0

Time = 0

For Each o in OOrder

For Each P in oProduct

For Each l in PLevel

For Each p in PProcess

t = p.initialTime

Do

While p cannot be executed in time t

t = t+1

End While

it = t

While p can be executed in time t

t = t+1

End While

ft = t

For all Resources r used for p. r.programTask(it,ft). Cost = Cost+r.getCost

Until t = 0

For all Processes Children pc of p. pc. = max(pc.initialTime,t)initialTime

If Thent > Time

Time = t

End If

End For

End For

End For

End For

Return Time,Cost

End Programming Algorithm

Figure 12: The Framework of the Programming Algorithm (PA) for getting the overall cost and
time of the programming of a set of production orders.

Figure 13: Pareto Fronts for GAHMSO for each LS. Notice that TS is dominated by SA and
EDA. GAHMSO a similar behavior for SA and EDA



A Genetic Algorithm for Multiobjective Hard Scheduling Optimization 835

Bibliography

[1] Jingjun Zhang; Yanhong Zhang; Ruizhen Gao, “Genetic Algorithms for Optimal Design of
Vehicle Suspensions”, Engineering of Intelligent Systems, 2006 IEEE International Confer-
ence on , vol., no., pp.1-6, 0-0 0.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=1703182&isnumber=35938

[2] Murphy, L.; Abdel-Aty-Zohdy, H.S.; Hashem-Sherif, M., “A genetic algorithm tracking
model for product deployment in telecom services”, Circuits and Systems, 2005. 48th Mid-
west Symposium on , vol., no., pp.1729-1732 Vol. 2, 7-10 Aug. 2005.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=1594454&isnumber=33557

[3] Guangyuan Liu; Jingjun Zhang; Ruizhen Gao; Yang Sun, “A Coarse-Grained Genetic Algo-
rithm for the Optimal Design of the Flexible Multi-Body Model Vehicle Suspensions Based
on Skeletons Implementing”, Intelligent Networks and Intelligent Systems, 2008. ICINIS ’08.
First International Conference on , vol., no., pp.139-142, 1-3 Nov. 2008.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=4683187&isnumber=4683146

[4] Wu Ying; Li Bin, “Job-shop scheduling using genetic algorithm”, Systems, Man, and Cyber-
netics, 1996., IEEE International Conference on , vol.3, no., pp.1994-1999 vol.3, 14-17 Oct
1996.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=565434&isnumber=12283

[5] Orero, S.O.; Irving, M.R., “Economic dispatch of generators with prohibited operating zones:
a genetic algorithm approach”, Generation, Transmission and Distribution, IEE Proceedings-
, vol.143, no.6, pp.529-534, Nov 1996.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=556730&isnumber=12146

[6] Zhao Man; Tan Wei; Li Xiang; Kang Lishan, “Research on Multi-project Scheduling Problem
Based on Hybrid Genetic Algorithm”, Computer Science and Software Engineering, 2008
International Conference on , vol.1, no., pp.390-394, 12-14 Dec. 2008.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=4721769&isnumber=4721668

[7] Xianghui Deng, “Application of Adaptive Genetic Algorithm in Inversion Analysis of Per-
meability Coefficients”, Genetic and Evolutionary Computing, 2008. WGEC ’08. Second
International Conference on , vol., no., pp.61-65, 25-26 Sept. 2008.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=4637395&isnumber=4637374

[8] Yanrong Hu; Yang, S.X.; Li-Zhong Xu; Meng, Q.-H., “A Knowledge Based Genetic Al-
gorithm for Path Planning in Unstructured Mobile Robot Environments”, Robotics and
Biomimetics, 2004. ROBIO 2004. IEEE International Conference on , vol., no., pp.767-772,
22-26 Aug. 2004.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=1521879&isnumber=32545

[9] Siu, N.; Elghoneimy, E.; Yunli Wang; Gruver, W.A.; Fleetwood, M.; Kotak, D.B., “Rough
mill component scheduling: heuristic search versus genetic algorithms” Systems, Man and
Cybernetics, 2004 IEEE International Conference on , vol.5, no., pp. 4226-4231 vol.5, 10-13
Oct. 2004.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=1401194&isnumber=30426

[10] Lee, K.Y.; Mohamed, P.S., “A real-coded genetic algorithm involving a hybrid crossover
method for power plant control system design”, Evolutionary Computation, 2002. CEC ’02.



836 E. Niño, C. Ardila, A. Perez, Y. Donoso

Proceedings of the 2002 Congress on , vol.2, no., pp.1069-1074, 2002.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=10043914&isnumber=21687

[11] Pepper, J.W.; Golden, B.L.; Wasil, E.A., “Solving the traveling salesman problem with
annealing-based heuristics: a computational study”, Systems, Man and Cybernetics, Part
A: Systems and Humans, IEEE Transactions on , vol.32, no.1, pp.72-77, Jan 2002.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=995530&isnumber=21479

[12] Blesa, M.J.; Hernandez, L.; Xhafa, F., “Parallel skeletons for tabu search method”, Parallel
and Distributed Systems, 2001. ICPADS 2001. Proceedings. Eighth International Conference
on , vol., no., pp.23-28, 2001.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=934797&isnumber=20222

[13] Rose, J.; Klebsch, W.; Wolf, J., “Temperature measurement and equilibrium dynamics of
simulated annealing placements”, Computer-Aided Design of Integrated Circuits and Sys-
tems, IEEE Transactions on , vol.9, no.3, pp.253-259, Mar 1990.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=46801&isnumber=1771

[14] Nińo, E.;Ardila, J. , Algoritmo Basado en Automatas Finitos Deterministas para la obten-
ción de óptimos globales en problemas de naturaleza combinatoria. Revista de Ingeniería y
Desarrollo. No 25. pp 100 - 114. ISSN 0122 - 3461.

[15] Minzhong Liu; Xiufen Zou; Yu Chen; Zhijian Wu, “Performance assessment of DMOEA-DD
with CEC 2009 MOEA competition test instances”, Evolutionary Computation, 2009. CEC
’09. IEEE Congress on , vol., no., pp.2913-2918, 18-21 May 2009.
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=4983309&isnumber=4982922

[16] H. Li and J.D. Landa-Silva, Evolutionary Multi-objective Simulated Annealing with Adap-
tive and Competitive Search Direction, Proceedings of the 2008 IEEE Congress on Evo-
lutionary Computation (CEC 2008), IEEE Press, pp. 3310-3317, 01-06 June, 2008, Hong
Kong.



Int. J. of Computers, Communications & Control, ISSN 1841-9836, E-ISSN 1841-9844
Vol. V (2010), No. 5, pp. 837-843

Modeling Gilliland Correlation using Genetic Programming

M. Olteanu, N. Paraschiv, O. Cangea

Marius Olteanu, Nicolae Paraschiv, Otilia Cangea
“Petroleum-Gas” University of Ploiesti
Romania, Ploiesti, 100680, Bucuresti blvd., no.39
E-mail: {molteanu,nparaschiv,ocangea}@upg-ploiesti.ro

Abstract: The distillation process is one of the most important processes
in industry, especially petroleum refining. Designing a distillation column as-
sesses numerous challenges to the engineer, being a complex process that is
approached in various studies. An important component, directly affecting
the efficient operation of the column, is the reflux ratio that is correlated with
the number of the theoretical stages, a correlation developed and studied by
Gililland. The correlation is used in the case of simplified control models of
distillation columns and it is a graphical method. However, in many situations,
there is the need for an analytical form that adequately approximates the ex-
perimental data. There are in the literature different analytical forms which are
used taking into account the desired precision. The present article attempts
to address this problem by using the technique of Genetic Programming, a
branch of Evolutionary Algorithms that belongs to Artificial Intelligence, a
recently developed technique that has recorded successful applications espe-
cially in process modeling. Using an evolutionary paradigm and by evolving a
population of solutions or subprograms composed of carefully chosen functions
and operators, the Genetic Programming technique is capable of finding the
program or relation that fits best the available data.
Keywords: Gilliland correlation, artificial intelligence, genetic programming.

1 Introduction

The early pioneers of computer science, like Alan Turing, John von Neumann, Norbert Wiener
studied natural systems as guiding metaphors for their desire to understand nature and create
intelligent computer programs capable to learn and adapt to their environment. In the 1950s
and 1960s, several scientists from Germany and United States independently studied evolutionary
systems with the aim to use evolution as an optimization tool for engineering problems. Several
techniques have been created in this period by different research groups: Evolution Strategies,
Evolutionary Programming and Genetic Algorithms (see [5]). The basic idea behind all this
techniques was to start with a random population of candidate solutions to the specific problem
and by applying a set of genetic operators, inspired from the field of genetics, to modify this
candidate solutions in such a way to achieve a better fitness or adequacy of the solution for the
engineering problem in an iterative process.

In this article we apply a technique of Evolutionary Algorithms, that of Genetic Programming,
with the aim at finding an analytic expression for a well studied and used correlation, the Gililland
correlation, applied to the design of control models for distillation columns. The algorithms for
implementing Genetic Programming are characterized by many heuristic tuning parameters, this
paper underlines the most important ones as a result of the simulations.

Copyright c⃝ 2006-2010 by CCC Publications
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2 Genetic programming based symbolic regression

Genetic programming was introduced by John Koza (see [4]) and it can be seen as an extension
of the Genetic Algorithms by the increase of the complexity of the structures used to represent
the potential solution to the problem. In his 1992 book ([1]), John Koza suggested that these
potential solutions should be represented as trees of functions and operators, dynamic structures
of varying size and shape. The classes of problems that can be best approached using this
technique are symbolic regression, in which an analytic expression for a function has to be
discovered such that a set of experimental data is fitted and machine learning, domain that
uses a set of possible computer programs that produce the desired behavior in the case of some
particular input data.

In genetic programming, the set of possible structures is determined by the set of Nf functions
from F = {f1, f2, ..., fNf

}, each function can take a specified number of arguments denoted a (fi)
called its arity and the set of Nt terminals from T = {t1, t2, ..., tNt

}. Some examples of functions
are: arithmetic operations: plus (+), minus (-) , multiply (*), divide (/); mathematical functions:
logarithm (log), trigonometric functions - sin, cos, etc; logical functions: AND, OR, NOT. The
terminals are variable atoms that represent input variables, signals form sensors / detectors or
constant atoms, for example the number 11.25 or the boolean constant true. An example of
a simple function represented by such a tree is given in figure 1, the corresponding analytic
expression being: f (x, y) = x+

√
y− 2 .

Figure 1: Example of a tree representing a possible solution

As a particular aspect of functions and terminals representation is that of closure which
assumes that each of the function from the set must be capable to accept as its input arguments
any value and data type that could possibly be returned by any function in the set and any
value accepted by any terminal. Another property is that of sufficiency which states that the
set of functions and terminals must be capable of defining a solution for the actual problem,
the designer of the algorithm is the one that decides what are the most probable functions and
constants that could express best a solution. The adequacy or fitness of a particular member of
the population has to be measured for a set of fitness cases, in the case of symbolic regression
these are the experimental data. The algorithm for implementing Genetic Programming has a
structure that resembles that of a Genetic Algorithm:

1. The designers establishes the set of functions / operators and the set of terminals for the
specific problem
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2. t=0, t - being the generation counter

3. A random initial population of solutions P(0) is generated

4. Fitness evaluation for all the population

5. A new population is created by applying the genetic operators of cloning, mutation and
crossover.

6. If the stop condition is met, than the algorithm stops, else t=t+1 and go to step 4

3 Genetic programming applied to the Gilliland correlation

The Gilliland correlation or Gilliland plot (figure 2) correlates the reflux ratio and the number
of theoretical stages for a distillation column (see [3]):

x =
R− Rmin

R+ 1
, y =

N−Nmin

N+ 1
(3.1)

given that the minimum reflux ratio Rmin is calculated from Underwood’s equation and the
minimum number of stages Nmin by Fenske’s method.

The resulting curve stretches form (0,1) coordinate at minimum reflux to (1,0) at total reflux.
In the literature (see [3]) there are a series of numerical equations derived for this correlation,
but because there is some scatter in the fit of data to the Gilliland plot, the expressions that
best fits the plot are not always the best reflux-stages correlations.

One of the most used expressions is that of Molokanov:

y = 1− e
1−54.4x

11+117.2x
· x−1√

x (3.2)

used for higher precision, alternative relations being that of Eduljee:

y = 0.75(1− x0.5668) (3.3)

and Rusche (see [2]):

y = 0.1256 · x− 0.8744 · x0.291 (3.4)

Also, other correlations have been obtained as a result of research in the domain of optimal
control (see [6], [7] - polynomial analytical expression).

For implementing the Genetic Programming algorithm it was used a free MatLab toolbox
created by S. Silva, a toolbox well documented and highly modular having many configurable
parameters (see [8]).

A usual running of the algorithm is started by entering the following command at the Mathlab
prompt: >> [vars, b]=gplab(g,n);
where:

g=maximum number of generations as stop condition
n=the number of individuals in the population
vars=a structure containing all the algorithm variables
b=best fitted individual
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Figure 2: Plot of the original Gilliland correlation

The main modules that compose the toolbox have the following functions: Variables initial-
izing, Initial population and Generation creating. Among the many important features of the
toolbox, the parameters that were especially important in the symbolic regression applied for
the Gililland correlation:

• Population initialization has three possible methods: fullinit, growinit and rampedinit which
was used in the algorithm, and that produces an initial population having very diverse trees
(a combination of fullinit and growinit methods, see [4], [8]);

• With the purpose of avoiding function bloating, the toolbox uses a parameter called dy-
namiclevel that specifies if the trees depth or the trees number of nodes has a fixed limit
or not. Another experimental property, called veryheavy specifies if this dynamic limit can
be decreased under the initial value during the running in the case that the best individual
has a smaller depth or number of nodes. By using this option, a much simpler expression
for the function has been obtained, and also the running time of the algorithm and the
memory resources implied were substantially reduced;

• The methods available for selecting the most adequate individuals are the classical roulette
and tournament methods, in addition there are implemented other methods like lexic-
tour or doubletour that chooses taking into account the shortest (having the smaller depth
or number of nodes) individual. The best results were achieved using the lexictour method.

The crossover operator (figure 3) randomly choose nodes from both parents and swaps the
respective branches creating one or two offspring, in the case of the mutation a random node is
chosen from the parent individual and substituted by a new random tree, taking into account
the imposed restrictions on the depth and number of nodes (see [1]).

A set of six functions have been chosen and two random constants with values between 0 and
1. The functions were: plus, minus, times, custom divide (having protection to divide-by-zero
error) also custom square root and custom natural logarithm.
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Figure 3: Example of applying the crossover operator

The algorithm ran on a computer with an Intel Core 2 Duo processor, having 2GB of memory
and Matlab 7.4 for Windows XP. For a population with 1000 members and a number of 20
generations the running time was in the range of 4 minutes to 4.5 minutes. If the number of
generations is increased too much it always results a very big expression for the final function,
making it very hard for implementing and studying, a very slow increase in performance (fitness)
being obtained. Adding the two final points (0,1) and (1,0) in the data set conducts to a function
that does not approximate well the middle data points having a poor general performance because
of the relative big scatter of the terminal points from the plot, so for most of the simulations,
the two ending points were not included. The fitness function used calculates the sum of the
absolute difference between the desired output values and the value computed by the individual
on all fitness cases.

fitness =

N∑
i=1

|yi − f (xi)| (3.5)

where N is the number of fitness cases, yi the desired output and f (xi) is the value returned
by the individual.

With a generation number of 40 and a population of 500 individuals for a running time of
169 seconds, the expression obtained is presented in the following tree plot (figure 4):

Another common representation is the string representation, used in Matlab to represent the
function:

f=plus(times(minus(mysqrt(mydivide(0.96486,0.56835)),times(plus(0.96486,0.33765),mysqrt
(X1))),mylog(mysqrt(mydivide(0.8073,0.22837)))),mysqrt(plus(times(0.33765,times(X1,times
(plus(mysqrt(0.8073),0.56835),mysqrt(X1)))),mylog(minus(mysqrt(mydivide(0.9393,0.56835)),
times(plus(mysqrt(0.8073),0.56835),mysqrt(X1))))))),

from which we can write the following simplified relation:
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Figure 4: The tree representation of the final solution

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

 
original data
Eduljee
Rusche
Genetic Programming

Figure 5: Plot of the final solution and other correlations together with the original data



Modeling Gilliland Correlation using Genetic Programming 843

f = 0.631(1.30294− 1.30251
√
x) +

√
|0.495 · x

√
x+ ln(|1.285− 1.467

√
x|)| (3.6)

From the plot of the classic correlations (figure 5) and that of the Genetic Programming
function we can conclude that a very good approximation is obtained, challenging the methods
used in the domain of identification.

4 Conclusions and Future Works

The study presented in this article aims at applying a recently and not too well studied
technique of Artificial Intelligence, that of Genetic Programming to the problem of finding the
best function that fits some data. The well known Gililland correlation, applied in the domain
of process control of the distillation process has been studied. Using the classic representation
of the potential solutions as trees, many interesting results have been obtained. After running
the algorithm with varying parameters for initial population for the method of selection the best
individuals, the method of creating the new offspring, the genetic operators of crossover and
mutation and ending with the number of generations and of individuals in the population, it can
be stated that the technique of Genetic Programming has a promising future potential, proved
by the good estimation of the experimental data. One aspect that proved to be important is the
careful chosen of the running parameters which directly influence the quality of the solution.
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Abstract: The development of efficient flood alerting systems became more
demanding in the last years. In this paper it is presented the first version
of a prototype intelligent system for flood forecasting and real-time alerting.
The system is implemented by using a microcontroller from the ARM family,
Marvell 88F6281, and has a user interface realized under the Free UnixBSD
operating system. Also, a knowledge base is integrated in the system. The
real-time alert is sent to the decision making factors via a communication
channel (such as, the internet, a mobile phone, or radio communication). Some
experimental results obtained so far are also discussed in the paper.
Keywords: microcontroller, flood, artificial intelligence.

1 Introduction

The development of an efficient hydrologic monitoring system requires the use of an auto-
mated data acquisition system, the analysis of several parameters that are monitored (water
level, water flow, rainfall fell etc), and a real-time alerting system in case of flood production.
As hydrologic monitoring is very important in flood prevention, in the last years, different mod-
ern techniques were applied for flood forecasting, including some artificial intelligence based
approaches, such as expert systems, artificial neural networks, intelligent agents and multiagent
systems (see [8]). The systems that were reported in the literature are specific to a given hy-
drographic basin or to a dam or river, and provide particular solutions, which hardly can be
adapted and used in other situations. Our long term research purpose is to design and imple-
ment a prototype intelligent system for flood forecasting that provides real time alert in case of
flood production, and can be adapted to any hydrographic area (basin, river or dam) with min-
imal infrastructure changes. The objective is to develop a flexible and robust intelligent system
by keeping it as simple as possible. Some related work reported by the research community in
the area of real time alert systems provides solutions such as the embedded controller systems
(see [2]), the microprocessor systems (see [3]), and the mobile sensor nodes for alert systems
applications (see [9]). A preliminary report on the use of the microcontroller-based system,
described in this paper, was given in (see [5]), where the application was in the area of real
time seismic alert, and no artificial intelligence technique was used. We have started the devel-
opment of an intelligent prototype system from our previous work described in (see [5]) (data
acquisition and alert transmition), (see [6]) (implementing a low power, high performance BSD
Unix microcontroller-based system), (see [7]) (intelligent algorithms) and (see [8]) (agent-based
modelling).

In this paper it is presented the first version of a prototype intelligent system for flood
forecasting and real-time alerting. The system is implemented by using a microcontroller from
the ARM-family, and has a user interface realized under the UnixBSD operating system, and a
knowledge base integrated in the system. The real-time alert is sent to the decision making factors

Copyright c⃝ 2006-2010 by CCC Publications
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via Internet or mobile phone or by radio communication. The experimental results obtained so
far are also discussed in the paper.

2 The architecture of the microcontroller-based intelligent sys-
tem

The microcontroller-based intelligent system was designed arround the Marvell 88F6281 mi-
crocontroller by using the Marvell Sheevaplug development platform (see [11]) , and the Unix Free
BSD 8.0 Beta 2 operating system (OS) (see [12]) . The architecture of the system is presented
in figure 1.

Figure 1: The architecture of the system

As interfaces with the environment, the intelligent system has a data acquisition system
(DAS), and an alert transmission system (ATS), both systems being developed within the mi-
crocontroller Marvel 88F6281. The data acquisition system takes the measurements of different
parameters that are monitored from a variety of sensors (Si) and measurement devices (e.g. rain
gauges). The alert transmission system will send the hydrologic alert code through a communi-
cation channel (internet, radio or mobile phone) to the decision factors. We have included also in
the microcontroller a data processing module, a knowledge base, and an analysis module, those
based on the knowledge of the intelligent system will provide the hydrologic alert code to ATS.

The microcontroller 88F6281 is built under the SoC form, i.e. system on chip, and has a large
variety of interfaces as shown in figure 2. Its main destination is the mobile telephone market
due to its multimedia facilities.

We have compiled on this system the Unix FreeBSD 8.0 operating system, available in the beta
version, due to its stability and simple programming (see [4]). This OS provides support for the
ARM9 architecture, and it was compiled with the specifications of the 88F6281 microcontroller
according to (see [6]). Moreover, the OS that was chosen is a good option for embedded real
time applications (see [1]).

The hydrologic alert transmission could be sent by email, SMS (on the mobile phone) or by
radio transmission (e.g. to a PDA - Personal Digital Assistant).

3 Hydrographic monitoring and analysis system

The monitoring and analysis system of a catchment basin structure consists by a complex of
sensors that acquire information about the monitored river parameters, as well as rainfalls in the
catchment area. Another important set of information is given by the catchment physiographic
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Figure 2: The Marvell Sheeva 88F6281 interfacing options

characteristics that influence the flow regime during the flood (see [10]). Our hydrographic
monitoring and analysis system was designed for the monitoring of the evolution process of
rainfall transformations into collecting streams by the hydrographic network from one river basin.
The system is able to acquire and store the database information on river water level (H), current
river speed (v), water flow rates (Q), the rainfalls level and frequency (X) etc and transmit them
to higher level of the analysis tasks. After the information processing is done by using the
analysis algorithms (see [7]), the system has the ability to make decisions and to transmit alerts
to the Committee of Emergency Situations in case of flood risks.

The input data used by the system can be obtained from parameters measurements time-
series. The analyzed parameters are as follows:

• the river water level (H - cm), measured by the gauging stations that are located in different
regions of the catchment;

• the rainfalls quantity (X - l/m2);

• the river water velocity (v - m/s);

• the air temperature (T - oC);

• the depth (a), width (L) and slope (p) of the river;

• the thickness of the ice/snow (G - cm).

The output of the system is given by the numerical expressions that characterize the interde-
pendence of the hydrological process and the factors that determine it: the maximum flow rate
(Qmax) and the average precipitation. The main steps followed by the hydrographic monitoring
and analysis system are given bellow.

1. parameters_measurement (H, Q, X, v, T, a, l, p, G);

2. parameters_processing (H, X);

3. parameters_transmission (Xaverage);

4. parameters_analysis (); // use of the knowledge base
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5. IF flood_risk = yes THEN

(a) hydrologic alert code transmission.

The parameters measurement step requires periodic measurements of specific parameters
such as water flow, water level, river flow rate, temperatures. The equipment used for perfor-
mance measurements and processing of hydrological parameters of the water courses are the
gauging stations. The instrumentation used for parameters measuring vary from groom gauging,
pluviometric devices to measure the rainfall, river ratchets gauging for speed measurements, to
automatic instrumentation that can measure most of the hydrological parameters that are moni-
tored. The parameters processing step involves the form factor computing for each sub-catchment
coefficient of flood form, and the determination of the coefficient of leakage in the warning sub-
basins. The parameters transmission step is realized through a communication channel, such as
internet, radio or mobile phone. The parameters analysis step is the most important step because
the subsequent correct decisions are taken in case of flood waves. It consists in the following
three steps:

• determination of the average level of precipitations;

• calculation of the maximum flow in each sub-basin of the downstream warning sub-basins;

• based on the calculations made in the previous two steps, the system analyses the risk of
flood production by using the rules from the knowledge base that is incorporated in the
intelligent system; the rules are given the hydrological alert code (yellow, orange and red).

As an example, the main characteristics of the knowledge based system are presented in Table
1.

Table 1: The rules of the knowledge base (selection)
RULE 1 IF flow < attention AND precipitations < 40l/m2 THEN hydrologic_code = green;
RULE 2 IF flow ≥ attention AND flow < alert AND precipitations < 40l/m2 THEN

flood_risk = YES AND hydrologic_code = yellow;
RULE 3 IF flow ≥ attention AND flow < alert AND precipitations > 40l/m2 THEN

flood_risk = YES AND hydrologic_code = orange;
RULE 4 IF flow ≥ alert AND flow < danger AND precipitations < 40l/m2 THEN flood_risk

= YES AND hydrologic_code = orange;
RULE 5 IF flow ≥ alert AND flow < danger AND precipitations > 40l/m2 THEN flood_risk

= YES AND hydrologic_code = red;
RULE 6 IF flow ≥ danger THEN flood_risk = YES AND hydrologic_code = red;

The precipitations are occurring predominantly as rain or snow. The fall of rain is the largest
factor contributing to increased river flows. Snow versus rain is the second source of precipitation.
Melting snow during spring has a considerable impact on river basin management. Tracking the
level and the periodicity of precipitation involves measuring them by using existing sensors
and transducers gauging stations. Warning about the risk of flood is used to take appropriate
decisions from the analysis of all information related to the maximum river flow. If the analysis
step indicates a possible flood production then the prevention system will send signals to the
members of the Emergency Situations Committee. The hydrological alert (containing the alarm
severity code of flooding) can be transmitted online to PDAs, smart terminals with a GPS and
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Figure 3: The structure of the monitoring and analysis system

GPRS (General Packet Radio Service) or Internet. In figure 3 it is shown the structure of the
monitoring and analysis system for a catchment river basin.

X1, X2, . . . , Xn are the rainfalls in each sub-catchment;
H1, H2, . . . , Hn are the rivers level.

The system meets three important functions:

• the function of monitoring the evolution of the hydrographic basin - real time measuring
of the river level and rainfall level and periodicity;

• the analysis function - parameters processing and comparing them with the references
parameters of the catchment;

• the decision and warning function.

4 Experimental results of flood alerting case study

As a case study we have experimented the microcontroller-based intelligent system for flood
alerting in the Prahova catchment basin presented in figure 4. The hydrographic network forms
a highly developed basin in a palm form flowing NW-SE. The main rivers that compose the
Prahova sub-basin are the Prahova river and its main tributaries: Azuga, Doftana, Teleajen,
and Cricovul Sarat. The water recources in the Prahova country have increased significantly
due to two large lakes, Paltinu (Doftanei Valley) and Maneciu-Streams (Teleajen Valley). The
Prahova river is the largest collection of water in the Prahova county, with a length of 193 km,
of which the first 6 km and the last 16 km are located in the counties Brasov and Ilfov.

The Prahova river basin is characterized by three types of climates: mountain, hill, and plain.
The annual quantity of precipitation is 1000-1400 mm in the mountains, 500-1000 mm in the
hills, and 550-600 mm in the plain. Summer rainfall is more abundant, where the flood may
occur in the gauging stations deepened Moara Domneasca and Adancata. For the visualization
of the hydrological process evolution in time we have used the program Multi Router Trafic
Grapher (mrtg) that generates graphics as a function of time. An example of Prahova river level
evolution and flow in 24 hours during 7 days is given in figure 5.

For the Prahova hydrometric station the attention (ATC), alert (AC) and danger (DC) cotes
for the rivers level are the following: ATC = 250 cm, AC = 350 cm and DC = 400 cm and for
water flow are: ATC = 105 m3/s, AC = 230 m3/s and DC = 320 m3/s. Our research goal was
to use the microcontroller-based intelligent system, that was presented in the previous sections,
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Figure 4: The Prahova catchment basin

Figure 5: The evolution of Prahova river level and flow in 24 hours during 7 days

for the Prahova river basin with the purpose of sending warning in real time to the Emergency
Situations Committee, and to the possible affected population in case of flood waves.

In the experiments that were run so far, the data acquisition was simulated. The experiments
made so far used for alert transmission two Motorola MX300 radio transmission stations, those
were modified to work in the 146 MHz bandwidth. Figure 6 shows the Motorola MX300 radio
stations that were used.

Figure 6: The two Motorola MX300 radio stations

The main characteristics of the radio stations are that they can be automatically activated
when they receive a radio signal through the incorporated microphone or through the microphone
input. Therefore, the sound output of the microcontroller-based system was connected to the
microphone input of the transmitter and according to the hydrologic alert code provided by the
analysis module will run audio alert records according to following script:

The evolution of the simulated hydrological process is shown on the microcontroller-based
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♯ !/bin/bash
♯ script receives argument via parameter {$1} which is received at startup time.
♯ {$1} may be as following: ’green’, ’yellow’, ’orange’, ’red’ and are sent on via the
main program
♯ alert on system console echo "Alerting code - {$1}. Activating radio transmitter"
♯record alert via syslog (unix system logger) echo " ‘date |cut -c1-19‘: Receiving
alerting code {$1} |logger -s -
♯playing one of the audio files: ’green.wav’, ’yellow.wav’, ’orange.wav’, ’red.wav’
/usr/local/bin/esdplay -s localhost {$1}.wav

intelligent system screen as shown in figure 7. Three hydrometric gauging stations were included
in the simulation, Buşteni, Cîmpina and Prahova, all for the Prahova river basin.

Figure 7: Rain/Level/Flow evolution for the
case study Figure 8: The experimental system

Figure 8 shows the experimental system. In the experiments made, for each hydrological
alert code it was sent via radio communication the corresponding audio alert signal (attention,
alert and danger), according to the results of the analysis step.

5 Conclusions

As most of the hydrological processes require real time monitoring and online alerting, we
have developed a microcontroller-based intelligent system that can be connected to various sen-
sors and measuring devices for hydrological parameters measurements, and can transmit online
hydrological alert codes to the decision making factor (such as Emergency Situations Committee
that exist in each county from Romania). The system can be adapted to any hydrographic basin
with minimal changes in its configuration. At the time the system was developed, all the data
coming in was simulated, but at any time its knowledge base system can be fed with data coming
from real sensors. During long time hard condition tests under simulated air humidity, simulated
power fluctuations, while running a CPU stress testing program and also our simulation software,
the intelligent system kept its main characteristics of flexibility and robustness, as no indicators
of system failure have occurred at Unix FreeBSD 8.0 operating system kernel level. As a future
work we shall extend our experiments by using simultaneously with the radio hydrological alert
transmission other communication channels such as the internet (by sending an e-mail) and the
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mobile phone (by sending a SMS). Also, we shall analyze some complex hydrological situations
by taking into account the interdependencies between different rivers flows and levels from a
hydrographic basin and the meteorological forecasts, improving flood prevention due to an early
hydrological alert sent to the decision making factors in order to take more efficient prevention
measurements.
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Abstract: The aim of this paper is to make a brief presentation of the
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1 Intelligent agents in distributed computing

Software applications are nowadays in position and necessity to solve some problematical
situations by their own, in order to save time and reduce cost. Intelligent agent integration in
distributed computing proved to be an important way of achieving this objective in the last years.
Furthermore, the union distributed computing with intelligent agents theoretical perspective
offers a good practical basis to distributed artificial intelligence [2]. Intelligent agents have to
be reliable, robust in order to offer accuracy in the results, in dissimilar, open or unpredictable
environments [7], [8]. Software agents are situated in particular environments and capable of
autonomous actions, in order to fulfill their objectives. The concept of autonomy and the fact
that intelligent agents are enriched with it presume that human action is minimized. In [8] it is
affirmed that the agent is an entity which can perceive the environment by sensors and acts in
order to realize its objectives by effectors. On the other hand, distribution of hardware, software
and data offers the possibility for the agents to be replicated on diverse nodes on the computer
network.

2 Developing Students’ Metacognitive Competences

Metacognitive skills development is an important formative intellectual object in education
of the students, as reaching this level involves a route through effective education, appropriate
to each one in particular [7]. Metacognitive skills suppose that students are aware of their own
cognitive activity, i.e. learning activity, and self-adjustment mechanisms consisting in cognitive
controls (rules, procedures, strategies).

Next we will introduce the notions of environment, agent, s-agent, necessary to develop some
intelligent systems as those described in chapter 5 of this article. The following theoretical
concepts are different from the FIPA standard [9] ones or from the concepts defined by authors
like Wooldridge in [8], and are necessary for the implementation of the systems MAgeLan and
ContTest.

The following statements are to introduce theoretical concepts regarding intelligent agents
and distributed technology.

Copyright c⃝ 2006-2010 by CCC Publications
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Definition 1. We use the name of environment for a set of elements E = {e0, e1, e2, e3, ..., en}

among which there is a relation of partial order marked with "<". We use the notation e 6 f

for the fact that e < f or e = f, respectively f > e if e < f.
The environment can be, at a certain point, in a certain state e, which we will express by

st(E) = e. At first, the environment leaves an initial state e0, for which e0, e1,∀i ∈ {1, 2, ...n} .
The state en is called final state for which it is considered that ei, en,∀i ∈ {1, 2, ...n}.

Definition 2. We use the name of agent for a triple of the type (3.1) A = (S, s0, R) where S

is a finite set of states, s0 in S is called the agent’s initial state, and R is a set of evolution rules.
If agent A is in state s, then we express this by st(A) = s. Among the states of S there is a

special state marked with λ. At first st(A) = s0, and when st(A) = λ we say that the agent is
inactive. For the rest, the agent is active. The rules in R are of the type (1) or (2):

r1 = (A, s, e)→ (A, t, f) (2.1)

r2 = (B, s, e)→ (B, t, f) (2.2)

Rule (1) states that if st(A) = s, st(E) = e, then st(A) becomes t and st(E) becomes f, if
e 6 f. The second rule (2) states that agent A ceases its implementation (st(A) becomes λ),
transferring the control to agent B, for which st(B) becomes t, and the environment remains in
the same state.

If st(E) = e and there are two agents A and B with st(A) = a ̸= λ and st(B) = b ̸= λ and
(A, s, e) → (C, z, f) and (B, t, e) → (D, z ′, f ′), then we will consider st(E) = max(f, f ′) if f and
f ′ are comparable, one of them respectively, if f and f ′ are not comparable, and st(A) = 0 and
st(C) = z if f < f ′, respectively st(B) = 0 and st(D) = z ′, if f < f ′.

This can be generalized for more active agents.

Definition 3. We use the name of s-agent for an n-uple of the type (3)

S = (C,A1, A2, ..., An) (2.3)

where C is an agent called coordinating agent, and A1, A2, ..., An are agents corresponding
to the definition above that are called effectors or atomic agents. The coordinating agent will
interact directly with the user and the architecture and its functionality depends on the concrete
implementation (the examples will be offered in the following chapters).

Because inside an s-agent, the agents transfer the control form one to another, an s-agent
behaves like a communicative multi-agent system.

Definition 4. Let there be S = (C,A1, A2, ..., An) an s-agent. If s1, s2, ..., sn are the states
of the atomic agents that make up S (without the coordinator C), we then say that (s1, s2, ..., sn)
is the state of S (at a given moment).

Definition 5. Let there be S = (C,A1, A2, ..., An) an s-agent in the environment E, that
cannot be modified by the user. If the initial state of S is of the type (0, λ, λ, ..., λ) we say that
S is a normal s-agent (s01 marks the initial state of the agent A1).

Directly, we obtain the following lemma:

Lemma 1. In a normal s-agent, {s1, s2, ..., sn} = {s, λ, λ, ..., λ} is enacted, with s ̸= λ, at any
point of time t.
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Proof. The s-agent being normal, it follows that its initial state (at the moment t0) is
(0, λ, λ, ..., λ), therefore {s01, s02, ..., s0n} = {s01, λ, λ, ..., λ}, and s01 ̸= λ.

Let us suppose that the state in the moment ti is {s, λ, λ, ..., λ}, with s ̸= λ. This means that
an active Ai agent exists and that it is unique, with and st(Ai) = s ̸= λ and st(Aj) = λ,∀j ̸= i. If
there is a relation of evolution of the type (Ai, s, e)→ (Ajt, f), then by applying this relation of
evolution, we will obtain in the moment ti+1 : st(Ai) = λ and st(Aj) = λ, with t ̸= λ. Therefore
the state of the s-agent will become (no matter the situation) (λ, λ, ..., λ, t, λ, ...λ), with t ̸= λ, on
the position j, therefore. If there is no relation of evolution with (Ai, s, e) on the left side, then
the s-agent will remain in the state {s, λ, λ, ..., λ}, with s ̸= λ.

The fact that the agent will remain in that certain state will be called blockage, a notion
that we will eventually formally define.

Definition 6. We use the name of multi-agent monitoring system (MAMS) of the
environment E, based on s-agents (or on groups) for a triple of the type (4)

MAMS = (Sa, L, E) (2.4)

where Sa is a set of s-agents, having the same structure, E is the environment within which
these exist and are implemented, and L are communication or linkage rules of the type Ci → Cj,
where Ci and Cj are coordinating agents of some s-agents from Sa.

The communication relations among the s-agents form an oriented graph depending on the
architecture and the concrete implementation of the multi-agent system, as we will see in the
following chapters. Our interest lies in some evolution rules of the environment within an s-agent
and the structure and graphic representation of an s-agent.

A MAMS containing only normal s-agents is called a normal MAMS.

Definition 7. The purpose of an s-agent is to take the environment E to a state as close as
possible to its final en state. If the relation (5) can be obtained, we then say that the aim of the
s-agent can be carried out.

St(E) = e∧ ¬∃f ∈ E, f ̸= en : e < f (2.5)

By extension, we can say that the aim of MAMS is reached if all the targets of the component
s-agents are achieved.

Definition 8. Two rules of evolution of the type r1 = a → b and r2 = b → c, where a, b,
and c are triples of the type of those in (1) or (2), they are called adjacent.

Definition 9. Let there be r1, r2, ..., rk a line of adjacent rules of evolution, two by two. We
will use the notation (6) and we will call this relation as the derivation relation (see (6)).

r1 ⇒ rk (2.6)

Within an s-agent, the following results are obvious:

Proposition 1. If st(E)=e, there is an agent A with st(A)=s ̸= λ, (A, s, e) ⇒ (A’, s’,
e’) and there is no f ̸= en, so that e ′ < f, then the aim of the s-agent can be reached (with
the environment in state e ′). (From the very beginning, we have noted the final state of the
environment with en). Most of the times, set E is not fully ordered. If, however, a fully ordered
relation "<" is found, then the following sentence is enacted.
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Proposition 2. If the relation "<" is fully ordered, then the purpose of the s-agent can
be reached with the environment in the final state (en) if there is a derivation of the type
(A, sA0 , e0) ⇒ (B, t, en). Proposition 2 affirms that the purpose of the s-agent can be reached if
there is a derivation which leads the environment to the state en, starting from the environment’s
initial state e0 and the initial state of any agent (A), without the user’s intervention (in the case
of a fully ordered relation "<").

If |{A; st(A) ̸= λ}| = 1, for any e = st(E) (therefore a single agent is active at a given moment,
as in lemma 1), then the MAMS operates sequentially. This is what happens most of the times.

We consider that the environment E modifies its current state in two cases:
• as a result of applying an evolution rule, by one of the system’s agents;
• as a result of the direct intervention of a human user. We can also consider, in some

exceptional cases, that the state a certain agent is in can be modified by the evolution rules as
by the user as well. Therefore, we cannot hold control over what is going to happen, or how
the state of the environment is going to evolve within a certain interval of time. If, ideally, the
human user cannot randomly modify neither the environment E nor the current state of the
agents, then the system is entirely deterministic.

3 Blockages and Infinite Cycles

Our interest does not lie simply in building absolutely sequential systems or deterministic sys-
tems, but in specifying in the best possible way the evolution rules so that blockages cannot occur.

Definition 10. If relation (7) is certified, then we say that the s-agent is under blockage.

∃A ∈ S : st(A) = s, st(E) = e, e ̸= en ∧ ¬∃(A, s, e ′)→ (B, s ′, f), f, e ′ ̸= en (3.1)

Therefore, we say that an s-agent is under blockage when an atomic agent of the system gets
into a state s, and the environment is in a non-final state e, and there is no evolution relation
that can allow for the agent’s passing out from the state s, although the environment is suddenly
modified by the user, into another non-final state e ′. In (7) f and e ′ are certain non-final states
of the environment (e ′ and f may also be even e), and s ′ a certain state of a certain agent B

from the s-agent, being even possible for B to be A.
In other words, there is no evolution rule, with s on the left side, which can lead to another

state of A or within another agent B, no matter the evolution of the environment E.

Definition 11. In an s-agent a derivation of the type (A, s, e)⇒ (A, s, e) is called infinite
cycle.

This occurs when, if the user does not intervene through modifying the environment, the
execution of the s-agent’s agents cycles infinitely, without the environment reaching the final
state. In this case, the user may intervene to take the MAMS out of the cycle.

Blockages and infinite cycles can be identified easier if we represent the s-agents and the
MMS. Graphically, a multi-agent monitoring system (MAMS) can be represented in the shape
of a graph oriented thus (figure 1):

• optionally, more s-agents are represented in the shape of some polygons or other geometrical
figures, containing more s-agents, the internal structure being represented only for one of them;

• optionally, the links among the s-agents will have the shape of some curves; graphically
only one s-agent will be represented, because all s-agents are considered to have the same internal
structure;
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• the generic s-agent will be represented through a geometrical figure where all atomic agents
are represented;

• the atomic agents are represented through some rectangles labeled with their names; inside
those squares there will be circles representing the different states of the respective agent;

• each state will represent a point in an oriented graph, where the edges are the evolution
relations, labeled with a pair of clues for the states of the environment: the starting state and
the state that is finally reached.

Figure 1: A simple s-agent containing a blockage in A1 and an infinite cycle in A2

Figure 2: A normal s-agent and its reduced s-agent

This is an ideal example of MAMS functioning, illustrated by the bold arcs in figure 2.
Obviously, the other arcs except the bold ones are useless in this graph, because they will never
be passed through. If, however, the user interferes, for example the moment the MAMS is in
state 2 from the atomic agent A1, modifying the state of the environment from e2 to e3, then
the evolution (A1, 2, e3) → (A2, 1, e4) will occur, expressed in figure 3 through the dotted arc.
We can obviously "endow" an s-agent with many evolution rules. Inside a co-operating working
environment, different users will introduce different rules of evolution. The question is, if under
the circumstances of some normal agents, some of those rules will ever be applicable, will ever
come into action. It is as if we had a program with functions or pieces of codes which are not
resorted to by anywhere, cannot be touched, or an expert system with production rules whose
part of the premises will never be fulfilled.

Thus, we will show that normal agents can be reduced to other normal agents, on the basis of
an algorithm, so that certain evolution rules could become useless and could be eliminated from
the system, the later behavior being not affected. On the contrary, the systems become more
simple. By an s-agent’ behavior we mean the applicability of the rules of its component agents.
Therefore, if a certain evolution rule could ever be applied, it will be a part of the s-agent’s
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behavior, and if not, then it will not be a part of this behavior.

Definition 12. Let there be S1 and S2 two normal s-agents, functioning simultaneously
within the same environment E. If the behavior of S1 is identical with the one of S2 at all
moments, meaning that the same evolution rule is applied both in S1 and S2, we say that the two
agents are equivalents. Equivalence also refers to the situations of blockages or infinite cycles.

4 Reducing the Normal S-agents

We will further consider a normal s-agent. We will show that the following theorem is enacted.
Theorem 1. A normal s-agent S can be reduced to a normal s-agent T that is equivalent

with S, by eliminating some evolution relations, according to the following algorithm.

Reduction algorithm(s-agent S, s-agent T);
{Local Variables: A, s, e, Ai, blockage, obj_realized, M, T = ∅;
STEP 1: for each Ai from S ;

if st(Ai) ̸= λ then (A, s, e)← (Ai, st(Ai), st(E));
end for ;
STEP 2: M = ∅; cycle = False; blockage = False; obj_realized = False ;

while (not cycle) and (not obj_realized) and (not blockage);
{M = M ∪ (A, s, e);
if in S exists edge (A, s)→ (B, t) labeled with (e, f) then {;

Add T in Vertex s in agent A; Vertex t in agent B ;
Add edge (A, s) → (B, t) between s and t; Label edge (A, s) → (B, t) with

(e, f);
if f = en then obj_realized = True else;

if ¬ ∋ f ’ > f and f’ ̸= en then obj_realized = True;
else if (B, t, f) ∈ M then cycle=True };

else blockage=True } }.

Proof. According to lemma 1, the s-agent S has always a state made up of n-1 inactive states
(λ) and a single active state belonging to one single agent. This means that the Ist part in
an algorithm will determine a unique agent A with a singular active state s, and e will be the
current state of the environment. The cycle "while" from the second part ends because inside it
all possible cases are brought into discussion on the "if-then-else" branches. Building the s-agent
T is done using the instructions in the framed part. We have used the graph representation of S
and T . The instructions inside the dotted frame realize the inclusion in T of the agents A and B

(unless they are already there), of their states s and t (unless they are already there) and of the
relation of evolution (A, s, e)→ (B, t, f).

The algorithm will extract out of the graph of S a chain T , until the final state has been
reached, the "largest" final state, a blockage will occur or an infinite cycle will be entered
into. T will thus be a normal s-agent, because if, at a given moment, according to lemma
1, {s1, s2, ..., sn} = {t1, t2, ..., tn} and s1, s2, ..., sn = {s, λ, λ, ..., λ} is enacted, it also results that
{t1, t2, ..., tn} = {s, λ, λ, ..., λ}.

Observation 1. The previous result is equivalent, in the theory of formal and automatic
languages, with the elimination of inaccessible and unusable states from a finite deterministic
automate [1].

Corollary 1. An s-agent S gets blocked if and only if its reduced agent T gets blocked.
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Corollary 3.2. An s-agent S has an infinite cycle if and only if its reduced agent T has an
infinite cycle.

According to the algorithm in theorem 1, the s-agent T is equivalent to the s-agent S, there-
fore the implementations of S and T are identical. If S gets blocked, then T gets blocked and
reciprocally. If T has an infinite cycle, then S has the same cycle too (though it may have some
others as well).

The algorithm in theorem 1 can be completed with a sequence of pseudo code, in order to
display the configuration in which both S and T get blocked or enter an infinite cycle.

5 Practical Implementations

One first example of MAMS is that where the environment is given by an intelligent hyper-
encyclopedia. We described in [4] the concept of intelligent hyper-encyclopedia, which, intuitively
means an encyclopedia distributive developed by several users and which uses artificial intelli-
gence tools. For the time being, we only mention the fact that the environment E is made up of
the content of the hyper-encyclopedia. By the content of hyper-encyclopedia, we understand the
totality of its entries. Each entry is defined by a word, a definition of this and the references to
the other related entries. The states of the environment are states of the content of this hyper-
encyclopedia at a certain moment, that is the totality of the entries introduced by the respective
moment. We certainly have an initial state e0 when the hyper-encyclopedia contains nothing,
but also a final state en, when the hyper-encyclopedia is considered by the users to be definite,
complete. The order relation "<" between the states of the hyper-encyclopedia is a relation of
partial order, because we can say that one state is smaller than the other only if the contents of
the encyclopedia at a certain moment is included in the contents of the encyclopedia at another
(later) moment. However, we cannot compare two states in which the hyper-encyclopedia has
completely different contents, or has only one common part. The aim of the MAMS is to develop
the hyper-encyclopedia as much as possible.

The s-agents will be local multi-agent systems. Each user who contributes to the enlargement
of the hyper-encyclopedia has his/her own s-agent. In [3], [4] we presented a real architecture of
such an s-agent. Within each s-agent there is a series of atomic agents bearing different tasks.
We presented the agents responsible for monitoring the Microsoft Word editing activity of the
content of the hyper-encyclopedia, while we have dealt with the agents that monitor the web
search by using the Internet Explorer browser.

The encyclopedia behaves intelligently in these directions: it raises certain questions in or-
der to generate new information, based on the existing ones; it answers certain questions from
the users in order to provide them with the information necessary to generate new knowledge;
it adapts itself to the users’ language and to their way of working (consults and modifies the
databases or interacting with the others; it provides an intelligent mediation in the communica-
tion among users, so that these may be able to learn from each other, and the encyclopedia from
them. The intelligent hyper-encyclopedia - having so many "human" traits, even in its limited
alternative - will have a network structure where each knot will detain a local data basis, a human
user and a system of intelligent agents, thus: an agent which observes the user’s behavior while
consulting the encyclopedia and adapts itself to it; an agent which observes the user’s behavior
while updating the local data basis (modifying, deleting, adding data or generating rules) and
acts accordingly; an agent which alone modifies the local data basis in order to adapt it to the
user from that knot (in order to ease his/her work). All the above mentioned agents commu-
nicate among themselves and cooperate to learn from each other and to modify their own local
data bases, but also the way in which they interact with the users from the knots. Communica-
tion among agents and human users will often be achieved by natural language, through certain
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conversational agents. They are also capable of "metamorphosis’ in order to adapt themselves
to the users, or, in case this cannot be done, agents can move from one knot to another. The
MAgeLan [9] operates to solve tasks characteristic of artificial trainers which assist (monitor,
help and manage) several students (users) in developing an intelligent hyper-encyclopedia.

One rule of evolution of the type (A, s, e) → (A, t, f) can be thus interpreted: if the hyper-
encyclopedia is in state e, and the agent A notices that the user searches the web for the term
s, then the hyper-encyclopedia passes to the state f (its content is improved by creating some
new links between the articles or by some other means) and the user is suggested to search for
the term t. Obviously, the user may or may not follow the system’s piece of advice.

A second example is given by an instructive system, ContTest [5]. The environment is
represented by the knowledge of the learner. In this case, first of all we assume that the student
knows nothing, therefore the environment lies in the state e0. When the student has achieved
what we had had in mind the environment is in its final state. The aim of the MAMS is to make
the student know everything, or at least as much as possible.

If we assume that the s-agents are multi-agent systems, each of them responsible for one
lesson or one learning unit, then each s-agent will contain atomic agents which will have specific
pedagogical tasks. For example, an agent will be responsible for teaching some content, another
will be responsible for offering examples, another one for generating tests. The states of an
s-agent are stages in teaching, illustration, testing and so on. Let us consider the agents as being
didactic actions. For example, agent A can mark the teaching, and agent B, the testing.

One rule of evolution of the type (A, s, e) → (A, t, f) will communicate to us something
like this: if we have taught (A) the notion s, and the student’s level is e, then we are to
teach the notion t next and the student will reach level f. One rule of evolution of the type
(A, s, e)→ (B, t, f) will communicate to us that if we have taught the notion s and the student’s
level is e, we can then pass on to testing (agent B) the student through exercise t and we expect
the student to reach the (superior) level f.

6 Reengineering MMS Systems

Multi-agent monitoring systems are being submitted to the process of reengineering in order
to achieve new objectives. Software reengineering proves to be [6] valuable in large-scale appli-
cation development. By applying this procedure, we will keep a valuable software system, such
as MAgeLan hyper-encyclopedia in working condition for a longer period of time. The cost is
significantly reduced and the new tasks are efficiently accomplished.

If we take into consideration the application’s functionalities, the following formula (8) will
describe the elements regarding the connection of the modules that remain unchanged. Elements
which are to be modified or deleted will be identified as well, for the entire application to become
a powerfully connected system.

Ir =

n∪
i=1

Functi0 +

n∪
i=1

Functi1 −

n∪
i=1

DelFuncti (6.1)

Ir represents the indicator of reengineering, Functi0 is the functionality in the initial moment,
Functi1 is the functionality in the present moment added due to reengineering, consequently
DelFuncti is the functionality eliminated by reengineering, and n represents the number of
functionalities.

ContTest (figure 3) significantly evolved due to reengineering, the agents being enriched
with new teaching and learning methods and procedures. Therefore, evolution in objectives
brought about evolution in the functionalities of agents. Pedagogical tasks of agents have been
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considerably improved. Consequently, higher educational objectives and elevated results in the
evaluation process have been obtained.

Figure 3: Validation of answers

We may state that each software project has been enhanced with a higher level of quality,
evolving correspondingly with the evolution in demands, by integrating reengineering.

7 Conclusions

Our aim was to summarize the results obtained in development and maintenance of dis-
tributed applications and multi-agent monitoring systems. Practical examples, such as MAgeLan
and ContTest have been given, in order to implement and to test the theoretical approaches.

Multi-agent monitoring systems bring quality and efficiency in almost every area of activity,
including scientific research, education, healthcare or defense.

By implementing the solid theoretical concepts of artificial intelligence and reuniting them to
the infinite resources of distributed systems and the Internet, we get the possibility to increase
the quality of the results and reduce the duration of reaching the objectives.

Reengineering maintains the multi-agent systems and expands their utility in time and func-
tionality. Consequently, software which proved to be precious in the activity continues to be
efficient in service for a longer period of time.
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Abstract: This paper proposes a novel end-to-end QoS framework, called
Self-Adaptive bandwidth Reconfiguration QoS framework (SAR). SAR pro-
vides end-to-end QoS guarantees on a per-flow basis through admission control
and end-to-end bandwidth reservation. In order to adapt to short and long
time traffic load changing, SAR performs dynamic bandwidth reconfiguration.
Due to a new organization of the network physical lines, SAR allows for a
better utilization of the links’ capacity and a smaller number of rejected flows,
increasing the network’s availability.
Keywords: end-to-end QoS, admission control, bandwidth reconfiguration.

1 Introduction

Computer networks transport simultaneously several flows, fact that makes necessary a mul-
tiplexing mechanism. Transport procedures affect the traffic flows, reason for which the traffic
has to be characterized and quality of service (QoS) requirements need to be established. Traffic
types and their QoS requirements impose the implementation of QoS methods and architectures.
This paper presents the design and implementation of a new end-to-end QoS framework with
self-adaptive bandwidth reconfiguration.

Integrated Services (IntServ) [1] provide end-to-end quality of service (QoS) guarantees for
individual flows by maintaining the state and by reserving bandwidth for each flow at routers
on the path between source and destination. The additional loading introduced by the per-
flow bandwidth reservation processing and by the per-flow state maintaining at each router is
significant and is increasing along with the network. For this reason, Integrated Services presents
scalability problems.

Differentiated Services (DiffServ) [1] group the flows in traffic classes at the edge of the
network. Interior routers forward each packet function of the per-hop behavior associated to the
traffic class of the packet. Because of the flow aggregation and the lack of admission control,
Differentiated Services do not provide end-to-end QoS guarantees to individual flows.

On-Demand QoS Path (ODP) [2] provides end-to-end QoS guarantees to individual flows
introducing an additional load much lower than in the case of Integrated Services and maintaining
a similar scalability to the one of the Differentiated Services. ODP exercises per-flow admission
control and end-to-end bandwidth reservation at the edge of the network. Inside the network
ODP differentiates the traffic classes as in the Differentiated Services. The main disadvantage
of ODP is that the bandwidth adjustment is only inside the traffic class and does not allow for
bandwidth redistribution between classes. The free bandwidth of the Provisioned Links that are
not used or present a low utilization can not be made available for other Provisioned Links, the
free bandwidth remaining unused. Another disadvantage of this framework is the fact that it
does not include a module for determination of the bandwidth necessary for each input flow.

In order to eliminate the disadvantages above mentioned, we elaborated, implemented and
proposed a framework for end-to-end quality of service guaranteeing through admission control

Copyright c⃝ 2006-2010 by CCC Publications
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and self-adaptive bandwidth reconfiguration, which allows for bandwidth redistribution between
classes. In this approach, the Physical Line is divided into two main sections, a part being the
Guaranteed Link (GL) necessary for guaranteeing a minimum bandwidth (where is the case)
for traffic classes (TCs), and a common part named Common Link (CL), which can be used
by any TC. Having two separated sections, the framework guarantees a minimum bandwidth
for any trunk and offers a common bandwidth which can be used by every trunk, irrespective
to their TC. This allows for better bandwidth utilization and for the decrease of the rejected
flows number. This paper is organized in the following manner. Section II presents related work,
Section III describes the architecture and the functioning of the proposed framework, Section IV
and Section V present the admission control method, and respectively the self adaptive reconfig-
uration technique of the proposed framework and, finally, Section VI presents the experimental
results and the concluding remarks.

2 Related Work

Integrated Services (IntServ) framework uses Resource Reservation Protocol (RSVP) to re-
serve bandwidth for each flow at every router along the path of the flows. Using per-flow based
hop-by-hop signaling, consisting of PATH and RESV messages, Integrated Services provides end-
to-end guarantees. These guarantees come with the overhead of processing per-flow bandwidth
reservation and maintaining per-flow state at each router along the flow’s path. Because this
overhead is significant and is increasing along with the network size, IntServ presents scalability
problems.

Differentiated Services (DiffServ) framework classifies packets into traffic classes at the bound-
ary of the network. During the classification process each packet is marked according to its traffic
class. The routers inside the network recognize the traffic class of the packets and, using a schedul-
ing mechanism, forward each packet function of the per-hop behavior associated to the traffic
class of the packet. In the case of this framework, the service is provided on a per-class basis
instead of a per-flow basis as in IntServ framework. This approach removes the overhead specific
to IntServ framework reason for which DiffServ framework is much more scalable. However, Diff-
Serv framework does not exercise admission control at the edge of the network, so the network
can be overloaded, reason for which this framework does not provide end-to-end guarantees.

On-Demand QoS Path (ODP) provides end-to-end QoS guarantees to individual flows with
less overhead than in the case of IntServ, maintaining a similar scalability to the one of the
DiffServ. Two types or routers are defined in this framework: edge and core. ODP exercises
per-flow admission control and end-to-end bandwidth reservation at the edge of the network.
Inside the network ODP differentiates the traffic classes as in the DiffServ. ODP organizes link
bandwidth hierarchically. Each physical link is statically divided into several Provisioned Links
(PLs), each PL being dedicated to a traffic class. Each PL is divided into several trunks, each
trunk being dedicated to an edge router. An edge router keeps track of available bandwidth of
its trunks and performs admission control locally without hop-by-hop signaling through network.
The main disadvantage of ODP is that the bandwidth adjustment is only inside the traffic class
and does not allow for bandwidth redistribution between classes. The free bandwidth of the
Provisioned Links that are not used or present a low utilization can not be made available for
other Provisioned Links, the free bandwidth remaining unused. Another disadvantage of this
framework is the fact that it does not include a module for determination of the necessary
bandwidth for each input flow.
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3 The Architecture of the Framework

The proposed framework serves the user networks and defines two types of routers, edge and
core, and entities for common bandwidth control.

Figure 1: Bandwidth organization in the proposed framework

Edge routers (ERs), connected to served networks, determine the necessary bandwidth for
each input flow, take admission or rejection decision for each input flow, dynamically reconfigure
the bandwidth assigned to trunks, map flows to corresponding TCs and transmit the packets
belonging to the admitted flows in the network. Core routers (CRs), connected to edge or
core routers, recognize TCs and provide class based service differentiation. Entities for common
bandwidth control monitor and update common bandwidths utilization and accept or reject the
requests for additional bandwidth for trunks received from ERs.

The bandwidth is hierarchically organized. Each Physical Line is divided in two sections as it
is presented in Figure 1. A first section guarantees the minimum bandwidth, which can be also 0,
for each class and each trunk. The second section, CL, offers a common bandwidth which can be
used by every trunk function of their bandwidth requirements, irrespective to their belonging TC
or ER. So, trunks can acquire additional bandwidth without being conditioned by the available
bandwidth of the belonging class. First section is statically divided in several Guaranteed Class
Links (GCLs). Each GCL is reserved to a TC existing a one to one mapping between the TCs
supported by the Physical Line and GCLs. Each GCL is divided in several trunks, each trunk
being dedicated to an ER. A trunk belonging to a GCL supports the flows belonging to the
TC that corresponds to the considered GCL, originating from the ER to which the trunk is
dedicated, irrespective to their destination. An ER keeps track of available bandwidth of its
assigned trunks and performs admission control locally, without hop-by-hop signaling through
network. A Virtual IP Path (VIP) is a path from a source ER to a destination ER for a TC,
being a concatenation of trunks belonging to the source ER over a source-destination path.

The bandwidth assigned to trunks has a minimum guaranteed value which can be also 0 and,
by using CL, is dynamically adjusted function of the network traffic modifications.

Function of the entities for common bandwidth control there are three possible approaches:
Central Control (CC), Router-Aided (RA) and Edge-to-Edge (EE).

The architecture of the framework is presented in Figure 2 and it is composed of two en-
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tities: edge router and entity for common bandwidth control. The edge router determines the
necessary bandwidth for each input flow, takes the admission or rejection decision for each in-
put flow, reserves the necessary bandwidth for each admitted flow, dynamically reconfigures the
bandwidth assigned to trunks and classifies the packets belonging to the admitted flows. The
entity for common bandwidth control monitors and updates common bandwidths utilization and
accepts or rejects the additional bandwidth requests for trunks, received from edge routers. The
communication between the two entities is realized through a predefined message set.

Figure 2: The architecture of the proposed framework

The edge router is composed of two planes: local resources monitoring plane and flow man-
agement and local resources control plane. The local resources monitoring plane is composed of
the following tables: classification and reservation table which realizes a correspondence between
flow types, the elements that identify them, corresponding traffic class, their necessary band-
width and the maximum necessary bandwidth for any flow from the respective traffic class, flow
table which stores the admitted flows and the time of the last packet from each flow, routing
to VIP correspondence table which allows for VIPs determination, VIP table which stores the
VIPs and trunk table which stores the reserved bandwidth, bandwidth being used and minimum
reserved bandwidth for every trunk belonging to the ER. The flow management and local re-
sources control plane takes the packets from the traffic policy module and delivers them to the
routing process being composed of the following blocks: packet reception time storage which
reads the receiving time of each packet, flow identification which determines and identifies the
packets membership to admitted flows, flow table update which updates the reception time of
the last packet from each flow from flow table, admission control and additional resources ac-
quiring which admits the flows for which there are enough resources and rejects the flows when
there is not enough bandwidth for them, acquires additional bandwidth for trunks, reserves the
necessary bandwidth for the admitted flows and inserts the admitted flows in the flow table and
packet classification which identifies the packets function of classification and reservation table
criteria and marks them according to the identification criteria. The second task of this plane
is to determine finished admitted flows and release the acquired resources used for these flows.
The following blocks realize this task: clock generates the time period when acquired resources
are released and acquired resources release which determines finished admitted flows and releases
reserved acquired resources for these flows.

The entity for common bandwidth control is composed of two planes: common resources
monitoring plane and common resources control plane. The common resources monitoring plane
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contains common bandwidth table which stores the reservation and utilization for common band-
widths of CLs. The common resources control plane contains the common resources control block
which updates the common bandwidth table and decides if additional bandwidth requests for
trunks received from ERs can be accepted or not.

4 Admission Control

Admission control is performed at the arrival of the first packet from a new flow, by the
source ER. Admission control and additional resources acquiring module stores the packet into
the not admitted flows memory and determines if there are other packets belonging to this flow
stored in the memory. If there are no more such packets, it determines from classification and
reservation table the necessary bandwidth for the flow and TC, determines from routing to VIP
correspondence table the flows corresponding VIP and extracts from VIP table the trunks that
belong to the determined VIP. Then, for trunks which have enough available bandwidth, reserves
the flows necessary bandwidth by updating the Bdw being used field. For a trunk, the condition
to have enough available bandwidth is:

Reserved_Bdw ≥ Bdw_being_used+Necessary_Bdw (4.1)

where Reserverd_Bdw and Bdw_being_used are the amounts of reserved and utilized band-
width for the trunk and Necessary_Bdw is the flows necessary bandwidth.

The update of the Bdw_being_used field is done in the following manner:

Bdw_being_used = Bdw_being_used+Necessary_Bdw (4.2)

If the VIP has enough bandwidth to support the input flow, the admission control accepts the
flow. If there are trunks which do not have enough available bandwidth, admission control and
additional resources acquiring module tries to increase the reserved bandwidth of those trunks
sending in this sense a request to the entities for common bandwidth control. If the request is
admitted, the reserved bandwidth of the trunks is increased by updating Reserved_Bdw field,
so that these trunks too will have enough available bandwidth to support the input flow. For
these trunks, admission control and additional resources acquiring module reserves the flows
necessary bandwidth by updating the Bdw_being_used field. In this case too, the admission
control accepts the flow. After a flow acceptance, the flow is inserted into the flow table and the
packets belonging to this flow, stored into the not admitted flow memory, will be transmitted to
the flow table update module for the rest of the processing and transmission. If the request is
rejected, the flow is rejected, the reservations made on the trunks which had enough available
bandwidth are canceled by updating the Bdw_being_used field and the packets belonging to
the flow, stored into the not admitted flow memory, are discarded.

A flow is considered finished after an inactivity period that exceeds a predefined value. Each
ER, using the acquired resources release module, periodically inspects its own flow table in order
to identify the finished flows and, as a consequence of finished flow identification, releases the
bandwidths correspondingly. If there are finished flows, the reserved bandwidth and TC for these
flows are determined from the classification and reservation table and the flows are discarded
from the flow table. Then, the acquired resources release module, determines from routing to
VIP correspondence table the corresponding VIPs and extracts from the VIP table the trunks
belonging to the determined VIPs. After this, releases the reserved bandwidth for the flows by
updating the bandwidth being used field from the trunk table for each trunk belonging to the
VIPs. The update of the Bdw_being_used field is done in the following manner:

Bdw_being_used = Bdw_being_used−Necessary_Bdw (4.3)
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Also, it extracts from the classification and reservation table the maximum amount of band-
width for the corresponding TCs and verifies if the trunks utilization is under the predetermined
lower threshold. For a trunk, the condition to have the utilization under a predetermined lower
threshold is:

Reserved_Bdw > Bdw_being_used+ n ∗ TC_maximum_necessary_Bdw (4.4)

where TC_maximum_necessary_Bdw is the maximum amount of bandwidth for the corre-
sponding TC and n is a predefined parameter having a value larger than or equal to 1.

Also, it extracts from the trunk table the minimum reserved bandwidth for the trunks and
verifies if the trunks have additional bandwidth acquired from CLs. For a trunk, the condition
to have additional bandwidth acquired from CL is:

Reserved_Bdw > Trunk_minimum_reserved_Bdw (4.5)

where Trunk_minimum_reserved_Bdw is the minimum reserved bandwidth for the trunk
If there are trunks whose bandwidth being used is under the predetermined lower threshold

and the trunks have additional bandwidth acquired from CLs, the acquired resources release
module, in the limit of the acquired bandwidth, computes de bandwidth that will be released
from the reserved bandwidth of the trunks. Reduction of the reserved bandwidths is accompanied
by appropriated resources release for the common bandwidths.

5 Self-Adaptive Bandwidth Reconfiguration

The proposed framework dynamically adjusts the bandwidth assigned to the trunks, in order
to adapt to changes in network traffic. A source edge router has the option to request additional
bandwidth for its trunks or it can release bandwidth not used by the trunks, depending on
bandwidth usage of his trunks. Bandwidth adjustment is done using the CL’s bandwidth. This
adjustment allows all trunks, regardless of the class of traffic or the edge router where they belong,
to share the bandwidth provided by LC. The trunk reconfiguration process of the proposed
framework involves three main actions: (1) the control of the Common Bandwidth Table, (2)
the release of bandwidth not used by the trunks, and (3) acquisition of additional bandwidth for
trunks.

A Common Bandwidth Table stores the common bandwidth utilization of the network CLs.
As shown in Figure 3, an entry in this table contains: CLs identifier, the reserved amount of
shared bandwidth and the amount of shared bandwidth for the CL.

Figure 3: Common Bandwidth Table

Depending on the share bandwidth entities, three approaches are being proposed: Central
Control (CC), Router-Aided (RA) and Edge-to-Edge (EE). In the Central Control approach the
Common Bandwidth Table is managed by a network management server (NMS) and the Common
Bandwidth Table stores the bandwidth utilization of all CLs in the network. In the Router-Aided
approach, each core router manages a Common Bandwidth Table, and each of these tables stores
the bandwidth utilization of the LCs belonging to all physical links directly connected to that
core router. In the Edge-to-Edge approach each edge router manages a Common Bandwidth
Table, which will store the bandwidth utilization of all the CLs in the network.
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Figure 4: Reserved bandwidth update algorithm

Each edge router periodically examines its own Flow Table and determines which flows are
finished. If there are any finished flows, the flow table and the trunk table will be updated.
A next step for the edge router is to examine the trunk table and to obtain the bandwidth
utilization of its own trunks. If the bandwidth utilization of any trunk is under a predetermined
lower threshold and those trunks have additional bandwidth acquired from the Common Link,
the source edge router computes the amount of bandwidth to be released from the reserved
bandwidth, adjusts the released bandwidth of the trunks, in the limit of the additional acquired
bandwidth, updates its own trunk table and sends a control message to the entities for common
bandwidth control, in order to release the used shared bandwidth. Adjusting a trunk’s bandwidth
is done only in the limit of the additional acquired bandwidth. The algorithm that describes the
reserved bandwidth update process for the trunks is presented in figure 4.

The trunk reconfiguration process is always initiated by a source edge router using a threshold
and computed values driven mechanism.

6 Experimental Results and Conclusions

For the development and testing of the proposed QoS framework (SAR framework) and also
for the developing of new ones, an experimental methodology was used, rather than simulation
techniques, thus an integrated solution - a development tool, was created [3]. Also a benchmark-
ing system for QoS parameters [4] was developed in order to allow the testing of the proposed
SAR QoS framework. The benchmarking system generates traffic for the defined testbed and
measures the following parameters: delay, IP delay variation (IPDV) or jitter and bandwidth,
both on TCP and UDP. The benchmarking allows a user to define and store complex traffic
patterns that can be recharged for making further measurements, to test various QoS techniques
based on the same traffic characteristics.

For simulations purposes, the Self-Adaptive bandwidth Reconfiguration QoS framework (SAR)
described in the previous section and the ODP framework were tested, in a comparative manner,
using the development tool and the benchmarking system. The final testbed is a network of
programmable routers, and consisted of three edge routers and three served networks. The tests
were intended as performance comparison between ODP and SAR frameworks. Traffic classes
and traffic patterns were defined similarly in both frameworks tested. Four classes of traffic were
considered. Two test traffic patterns were defined. In the first traffic pattern considered flows
are injected from classes 2 and 3 and in the case of the second traffic pattern flows belonging to
class 2 are injected. For both traffic patterns a balanced distribution of traffic from and to the
served networks is ensured.

After testing and analyzing the results (Figure 5) it was found that the number of flows
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Figure 5: Test Results - Admitted Flows

admitted for SAR framework is higher than in the case of ODP framework, on both tested traffic
patterns, which demonstrates a more efficient use of network resources. Also, the equal number
of control messages transmitted by the two frameworks shows that SAR is a scalable framework.
Finally, tests confirmed that admission control has eliminated network congestion.

This paper presents a new end-to-end QoS framework, called Self-Adaptive bandwidth Re-
configuration QoS framework (SAR). The proposed dynamic allocation method guaranties a min-
imum bandwidth available for each traffic class and trunk, and provides a common bandwidth
section which can be used by every trunk, function of their bandwidth requirements, irrespective
to their belonging TC or ER. Thus, trunks can acquire additional bandwidth without being con-
ditioned by the available bandwidth of the belonging class. The new framework, SAR, uses the
proposed bandwidth organization, allowing the increase of the traffic volume it handles, guaran-
teeing end-to-end quality of service through network resources monitoring, admission control and
resource reservation for new flows. The end-to-end QoS framework with self-adaptive bandwidth
reconfiguration overcomes the disadvantages of ODP by providing minimum service guaranties
and bandwidth redistribution between classes.
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Abstract: The widespread of Web services in the ubiquitous computing era
and the impossibility to predict a priori all possible user needs generates the
necessity for on-demand service composition. Natural language is one of the
the easiest ways for a user to express what he expects regarding a service. Two
main problems need to be solved in order to create a composite service to sat-
isfy the user: a)retrieval of relevant services and b) orchestration/composition
of the selected services in order to fulfill the user request. We solve the first
problem by using semantic concepts associated with the services and we define
a conceptual distance to measure the similarity between the user request and
a service configuration. Retrieved services are composed, based on aspect ori-
ented templates called Aspects of Assembly. We have tested our application in
an environment for pervasive computing called Ubiquarium, where our system
composes a service according to the user request described by a sentence. The
implementation is based on the WComp middleware that enables us to use
regular Web services but also Web services for devices.
Keywords: Natural Language, Service Composition, On-demand, Middle-
ware, Templates

1 Introduction

Background. Since Web 2.0 marked it’s appearance as a concept in the fall of 2004 and
introduced the principle of the Internet as a platform [19], the complexity and diversity of this
platform grew together with the more enhanced features it was providing to its users. Given the
fact that the software in the Internet era is delivered as a service, not as a product and there is
no release cycle for the services, it is the user who’s in charge of finding a service and using it.

In a near future services will be more diverse and widespread as computers will become
ubiquitous. In the same way the information across the Web is structured, classified and then
presented to a user that sends a natural language request to a search engine, so a collection
of applications should be assembled, classified and deployed using the services that are found
within a given context based on a similar unrestricted language request coming from the user.

The problem. In a context where various services with different functionality are available,
it’s possible to compose new services on-demand, based on a user request, only when the right
selection of components is used.

On-demand service composition involves two operations: service retrieval and service orches-
tration. Service retrieval refers to identifying those specific services that are addressed by the user

Copyright c⃝ 2006-2010 by CCC Publications
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request or the closest functional match to the request. The transition from a natural language
request to a list of services is a challenge that is even more difficult when no restrictions are
added to control the request. Service orchestration or service assembly is the process of linking
the retrieved services in a functional flow so that the user demand is fulfilled. Both mentioned
problems make the object of this paper, but while service retrieval was the field of our research,
for service orchestration we used an existing approach.

Scenario. We consider the following scenario to illustrate the purpose of dynamic service
composition based on natural language requests. A handicapped person lives inside an intelligent
house, surrounded by intelligent devices, sensors and actuators. Each device has its own inputs
and outputs and is able to process different types of data, leading to a large number of possible
functional combinations of those devices. The person in the intelligent house wants to use those
devices by combining their functionality (e.g. link the output from a sensor to the input of an
actuator), but his disability prevents him to physically interact with the devices or he simply
lacks any technical knowledge. Therefore, he expresses his need using the natural language
(either written or spoken): "I want to use my remote control on the wheel chair to turn off the
light, change the channel on TV and play some music on the media center". Each device the
user addresses through his request (remote control, light, TV, media center) provides a different
service with specific actions that can be used in various configurations. Finding a way to sort
these configurations by relevance to the user’s request is a key requirement for the imagined
scenario. Also, when one of the devices the user wants to use is not present in the intelligent
house or it was replaced with an updated version, the system should adapt and assemble a service
that is the closest match to the user’s need.

Approach. Dynamic service composition solves the problem of adaptation to different con-
texts and user preferences. Also, by composing services on demand, the learning curve required
for the user to work with new configurations is reduced as the user "gets what he wants" from
the application. Existing systems for dynamic service composition based on natural language re-
quests either provide a restricted natural language interface or don’t offer support for adaptation
to structural and behavioral changes of the service configuration.

We start with an initial set of services that are discoverable across a network. The user
requests a completely new service using an unrestricted natural language sentence. In order
to find specific devices to satisfy the request, we use semantic concepts and define a conceptual
distance between the request and a service configuration. Concepts are leafs on a lexical tree that
is generated by deriving and generalizing a notion. Once the services that match the request are
identified, some aspect oriented advices are used to connect the services so that when a service
disappears from the context or a new service is made available, the service configuration adapts.

Outline. This paper is organized as follows: the next section examines the problems a dynamic
service composition system should solve in order to be usable in the modern context of Web
services. Section 3 describes the solution we propose including the principles that lead to this
solution, while section 4 focuses on the design and implementation patterns we used, along with
the test results. Section 5 examines some of the existing dynamic service composition approaches.
The paper ends with conclusions and further research.

2 An overview of the problem

On-demand dynamic service composition based on natural language requests raises some
challenges that need to be studied before a solution is to be proposed.

Service retrieval. The first problem we approach in this paper is finding and retrieving a
particular service. The large variety of Web services useable for composition needs to be classified
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in a way that would make it machine meaningful and semantic-rich for the search to provide the
best results.

One Web extension, called Semantic Web [3] is focused on enabling better Web service inter-
operation. The Semantic Web’s purpose is to bring structure to the meaningful content of Web
pages, creating an environment where software agents roaming from page to page can readily
carry out sophisticated tasks for users. One dialect of the DAML [14] family of Semantic Web
markup languages was proposed in [17] for the markup of Web services. This so-called semantic
markup of Web services creates a distributed knowledge base (KB) that provides a means for
agents to populate their local KBs so that they can reason about Web services to perform auto-
matic Web service discovery, execution and composition and interoperation. But the semantic
mark-up uses a narrow, predefined vocabulary as identified in [16], which makes possible only the
retrieval of those Web services for which the vocabulary is known. Queries or requests from Web
services or user requests, using another vocabulary than the predetermined vocabulary are not
suitable to find or retrieve such a Web service. Therefore, a narrow vocabulary for the semantic
mark-up of Web services is not appropriate to be used in combination with natural language
requests.

Service composition. The second problem that needs to be solved is the actual composition
of the retrieved services. There are 3 types of systems for dynamic service composition according
to [12].

Template-based systems [18,21] are using a service template to compose an application. They
can handle complex interactions between components and allow some level of flexibility by choos-
ing different sets of components. The drawback of this approach is that they cannot compose
applications for which templates are not available.

Interface-based systems [7] allow the user to submit a set of inputs and outputs for the
application he is requesting. These systems have a higher adaptability than the template-based
systems, but certain applications cannot be represented as a set of inputs and outputs (e.g. an
email sending service does not output any data).

Logic-based systems [20,23] extend the interface-based approach by adding extra information
into interface information using first order logic or linear logic. A user requests an application by
submitting a first order formula representing the logic that must be satisfied by the application.
They are more adaptable than the template-based systems since they donŐt require service
templates and offer support for more varieties of services than the interface-based systems. Their
main disadvantage is given by the fact that they are not extensible and are not suitable for a
distributed environment.

Adaptation. The last, but the most important problem that needs to be solved by a dynamic
service composition system is adaptation. We distinguish two types of changes that require
adaptation [2]: structure changes and behavior changes. Structural adaptation consists in modi-
fying the retrieved services while preserving the global behavior of the application. The behavior
describes the sequence of operations to be executed to fulfill the user request. Structural changes
are triggered when a retrieved services disappears from the context or is replaced by another (for
example the analog TV is replaced by a digital TV). Behavior changes are related to the user
who may decide that the current service does no longer satisfy his need.

3 Proposed solution

Our dynamic service composition system was inspired out of the user’s need to interact with
the intelligent devices that surround him. This user-machine interaction should be as natural as
human interaction, through unrestricted natural language. Intelligent devices are entities that
provide services to the user and have networking capabilities. Roughly, there are two types of
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intelligent devices: basic devices that are simple service producers (e.g. a light that offers the
illuminating service, a TV that offers the tuning service that allows changing the TV channels)
and controller devices that can consume services by other devices, acting as interfaces for a
composite service (e.g. a mobile phone, an ultra-mobile PC, a netbook). Hybrid devices that
implement both previously mentioned functionalities can also be imagined.

The intelligent devices are connected to form an Ad-Hoc network inside the intelligent house,
which they use to exchange information. This means that the devices can appear and disappear
from the network structure on-the-fly: a device can auto-configure when it joins the network
and then leave the network without notice. Network and device management is a task for the
middleware that runs the intelligent house.

3.1 Semantic descriptions for Web services

WSDL [10] is intended for the functional description of Web services and the Semantic Web
mark-up is limited to a narrow vocabulary, which is not suited for natural language requests. A
lexical tree [16] would add too much semantic information to a service and would not be suited
for embedded devices.

To overcome these limitations, we propose the use of general notions, called concepts, to
describe the utility of a service. A service is not entirely identified by a single concept, but by
an infinite number of concepts that are determined through the generalization of a notion. This
notion will serve as a semantic description for an intelligent device that offers a service. We
use the television notion to describe a TV, for example. Through generalization we find that
both the television and electronic equipment concepts refer to the same device. To increase the
precision, a lexical analysis is also conducted for the service description and the user request by
the composition system. This way, the service description suffers little or no modifications due
to the extra semantic information.

3.2 Linguistic processing

We consider the scenario where the user interacts with appliances and he expresses his need
through a sentence: "I want to use my phone to turn off the light, turn on the TV and play some
music on HiFi". In order to retrieve the services required to satisfy the user need, the request
goes through a linguistic processing module, responsible for:

• Text segmentation required to separate the words in the phrase (e.g. switch off the light is
transformed into switch, off, the, light);

• Removing stop words that are considered to be irrelevant (e.g. the, to, and);

• Stemming (e.g. lights is transformed into light, using becomes use);

• Spell-checking to correct the misspelled words and the words "damaged" during stemming.

The output text segments for the user request in the considered scenario are: want, use,
phone, switch, light, turn, tv, play, music, hifi.

3.3 The graph of concepts

The text segments together with the service descriptions are nodes in a graph, called the
graph of concepts. The arcs in this graph connect each text segment to each service description.
The weight of each arc represents the conceptual distance between the text segment and the
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service description. We introduced the conceptual distance to measure the relationship between
two notions.

Measures of semantic similarity or relatedness are found in linguistic processing literature.
According to the study published in [6], the Jiang and Conrath’s measure proved to be best for
practical usability. All compared distances are based on the information content of the lexical
terms (the probability of encountering an instance). While this information may be valuable for
other applications, it is of less importance for service composition and it adds to the complexity
of the implementation, therefore making it slower. Our approach, the conceptual distance, is
faster and less complex than Jiang and Conrath’s measure, while the last is more accurate.

The conceptual distance is a numerical evaluation of how accurate two notions refer to the
same concept. For example the words phone and telephone describe the same concept - a com-
munication device, therefore the conceptual distance is null. On the other hand, the words phone
and electronic equipment can describe the same concept - a communication device, but one of
them is more general, therefore it can address more concepts, which leads to a non-null distance
between these words.

Figure 1 shows an example of a graph of concepts where the text segments are tv, light, hifi,
phone and the service semantic descriptions are Television, Light, DVD, HiFi, Mobile Phone
and PDA. Figure 1.A. represents all the distances and figure 1.B. represent only the arcs with
minimum conceptual distance.

 
Figure 1: The graph of concepts

3.4 Knowledge structure

In order to evaluate the conceptual distance we need to find a way to classify the lexical basis
of the English language. We used for this purpose a specialized dictionary called WordNet [11].
WordNet groups nouns, verbs, adjectives and adverbs in sets of synonyms, called synsets. Each
synset describes a different concept. Different senses of a word are in different synsets. Most
synsets are connected to other synsets via a number of semantic relations. For example, the
semantic relations for nouns include:



876 F.-C. Pop, M. Cremene, J.-Y. Tigli, S. Lavirotte, M. Riveill, M. Vaida

• hypernyms: Y is a hypernym of X if every X is a (kind of) Y (mobile phone is a hypernym
of phone);

• hyponyms: Y is a hyponym of X if every Y is a (kind of) X (phone is a hyponym of mobile
phone);

• coordinate terms: Y is a coordinate term of X if X and Y share a hypernym (mobile phone
is a coordinate term of cellular phone, and cellular phone is a coordinate term of mobile
phone);

• holonym: Y is a holonym of X if X is a part of Y (mobile phone is a holonym of transmitter);

• meronym: Y is a meronym of X if Y is a part of X (transmitter is a meronym of mobile
phone).

While semantic relations apply to all members of a synset because they share the same mean-
ing, words can also be connected to other words through lexical relations, including antonyms
and derivationally related, as well. Both nouns and verbs are organized into hierarchies, defined
by hypernym or IS A relationships.

For example, the hierarchy for mobile phone is:

• cellular telephone, cellular phone, cellphone, cell, mobile phone

• radiotelephone, radiophone, wireless telephone

• telephone, phone, telephone set

• electronic equipment

• equipment

The words at the same level in hierarchy are synonyms of each other.

3.5 The concept hierarchy

The algorithm that evaluates the conceptual distance uses the WordNet lexicon to create
concept hierarchies. A concept hierarchy is generated in 4 steps:

1. Find the synset that contains the concept for which the hierarchy is generated. Each word
in the synset becomes a root for a tree in the concept hierarchy.

2. For each tree root, find the synsets that are in a relationship with the rootŐs synset.
Each word in the related synset becomes a leaf for the tree, on the next level in hierarchy,
branching from the root.

3. For each word on the current level in hierarchy, find the synsets related to the wordŐs
synset and add the words in the found synsets as leafs for the tree on the next level.

4. Repeat Step 3 until the hierarchy is big enough so that the degree of generalization for the
notion for which the hierarchy is built, corresponds to an accepted accuracy that produces
best results. The bigger the hierarchy the longer it takes to generate it, but the smaller
the hierarchy the more confusion can occur among concepts.

The hierarchy for the notion mobile phone is shown in Figure 2. The roots of each the tree
are part of the same synset and each level in a tree represents the words from the synsets that
are related to the word they are branching from.
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Figure 2: The concept hierarchy for the notion mobile phone

3.6 The conceptual distance

In order to evaluate the conceptual distance for two notions, a concept hierarchy is built for
each notion. Then, the conceptual distance is calculated as follows:

• The minimum difference of levels between the common node of the 2 hierarchies and the
node that represents the notion on which the hierarchy is built for, if such a common node
exists.

• The maximum number of levels a hierarchy can have if thereŐs no common notion among
the two.

Examples:

• D (Mobile Phone, Cell) = 0

• D (Radiotelephone, Radiophone) = 0

• D (Mobile Phone, Radiophone) = 1

• D (Mobile Phone, Telephone) = 2

3.7 Service retrieval

Finding and retrieving the closest services to the user request resumes to identifying the
couples (text segment, service description) in the graph of concepts that have a minimum sum
of conceptual distances. This makes it easier to take advantage of a service that only partially
matches a request.
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In order to find mentioned couples we need to apply tow transformations to the graph of
concepts:

• Finding the sub-graph that has the minimum distance path that includes all the nodes.
After this transformation each service description will be connected to 2 text segments.

• For each triplet (service description, text segment 1, text segment 2) remove the arc that
has the maximum weight.

In order to find the minimum weight sub-graph, we use the Kruskal [15] algorithm that
calculates the minimum spanning tree (MST). The nodes that contain the service descriptions
resulted after the two transformations are applied, represent the services that are used to generate
the composite service requested by the user. The transformed sub-graph for the graph in Figure 1
contains the nodes that are connected with the thick continuous line.

3.8 Service composition

We used a template-based service composition system because of its capability to handle
complex interactions between components and the flexibility of choosing different sets of com-
ponents. The system we used, called Aspects of Assembly (AoA) [9] is part of the WComp [8]
middleware for ubiquitous computing and besides the benefits that derive from the fact that is
template-based, also offers support for auto-adaptation.

These templates can be automatically selected either by the service composition system when
satisfying a user request or triggered by context changes in a self-adaptive process and composed
by a weaver with logical merging of high-level speciŢcations. The result of the weaver is projected
in terms of pure elementary modiŢcations (PEMs) Ð add, remove components, link, unlink ports.
The AoA architecture consists of an extended model of Aspect Oriented Programming (AOP)
for adaptation advices and of a weaving process with logical merging.

An AoA template is structured as an aspect with a list of components involved in composition
(called pointcut) and adaptation advice (a description of the architectural reconfigurations),
which is specified using a domain specific language (DSL). We will examine some AoA templates
and the composition process in detail in the next section.

4 Implementation and results

We used the WComp [8] platform for ubiquitous computing as the middleware of our intelli-
gent house. WComp uses the UPnP protocol to achieve device interconnectivity and interoper-
ability. Each UPnP device has a software proxy that acts like a software component. Using this
proxy, we can treat Web services for devices similar to the UI components of a GUI designer.
We added some meta-data to the UPnP service description for each device to serve as semantic
description.

Using WComp, we have simulated the following devices/services: TV set, described by the
television notion; DVD recorder, described by the DVD notion; Mobile phone, described by the
mobile phone notion; PDA, described by the PDA notion; HiFi, described by the HiFi notion;
Lighting system, described by the light notion.

The interactions between these components were specified using AoA templates. Following,
is an example of such a template that is used to connect the mobile phone to the TV:

Pointcut

inputDev:=/mobilePhone.*/
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outputDev:=/television.*/

Advice KeyToChannel(inputDev, outputDev):

input.^key_Pressed ->

( output.set_Channel ; CALL )

The first 3 lines describe (defining the pointcut as in aspect programming), using filters in the
AWK language, the components involved in the interaction: a mobile phone (inputDev) and a
television (outoutDev). The filters of type /instanceName.*/ will find components that have their
name prefixed by instanceName. Line 4 declares a composition schema that uses the previously
described components. Lines 4-5 specify the composition mechanics: call the tv.set_Channel
method when the mobile phone fires the event key_Pressed.

The service composition system implements a UPnP device that offers the service of designing
composite services for the user in order to fit seamlessly with the WComp middleware. Requests
from the user are captured by a WComp assembly of components, and then sent using the UPnP
protocol to the service designer along with a description of the context where the devices are
located. The service designer queries the devices for service descriptions (semantic meta-data),
and then finds only those services that are relevant to the user request. Instances of the devices
that provide the named services are interconnected based on the rules described in the AoA
templates.

Scenario 1. "I want to use my phone to turn off the light, turn on the TV and play some
music on HiFi". This phrase contains many irrelevant words to the service composition system,
but the relevant words are identical (except TV) to the service semantic descriptions. Irrelevant
words have an effect of increasing the time required to process the graph of concepts. All the
relevant services are identified and then composed.

 

Figure 3: The dynamically composed service for Scenario 1

Scenario 2. "Use PDA for broadcasting". This user request is challenging for any compo-
sition system because it doesn’t address the TV directly, but through the abstract concept of
broadcasting. Due to the use of the specialized dictionary, the TV is found and then connected
to the PDA.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Figure 4: The dynamically composed service for Scenario 2
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The WordNet (free download) dictionary is installed on a local machine thus the word search
is fast. The main complexity of the algorithm is given by the conceptual distance computation.
The time necessary in order to compute the distance between two concepts (similarity), based on
the English dictionary, was about 6 ms (on a Dell Latitude 830 laptop, CPU Dual Core 2.2GHz,
2G RAM) with the fastest algorithm that we have found (a WordNet Similarity implementation,
the java package edu.sussex.nlp.jws.JiangAndConrath). Thus, if we have M user concepts and
N service concepts, we need a time equal to M∗N

2
∗ 6 ms. for instance, we can create the concept

graph for 10 user concepts and 64 services in about 2 seconds. The AoA application is very fast
also (less than 1 sec. for up to 350 components).

In this section we have shown that we are able to create, in practice, new services, on-
demand, using real devices, by applying the patterns available for the selected set of services.
The scenarios discussed above were tested in a dedicated environment for ambient computing,
called Ubiquarium [24]. Real devices were used (a part of the services are real devices and another
part are virtual ones).

5 Related work

Composing Web services on the basis of natural language requests. The solution described
in [4] and [5] assumes that the user requests are expressed with a controlled subset (a narrow
vocabulary) of natural language. The sentence that represents the userŐs request is transformed
into a flow model using templates (e.g. if . . . then . . . else, when . . . do). Verbs are used to
identify the action and its parameters. Each available service is paired with a well-defined set
of keywords. OWL-S annotations are used to provide operation semantics and an ontological
classification of Web services. The operations act as nodes of a direct acyclic graph and the
relations among their IOPEs (Inputs, Outputs, Preconditions and Effects) establish arcs. The
graph is translated into an executable service at invocation time.

The example the authors use to sustain the proposed solution uses the phrase "If there is
any cinema showing "Big Fish" in Turin then send a SMS to Dario containing "Lets go to the
movies tonight!"" An if . . . then template is used to identify the flow model. In the next step,
called context focus, the service types are identified: cinema, SMS. The verb (send) triggers the
parameter retrieval stage where IOTypes recognizers based on format (Date, Time, Telephone
NumbersÉ) and values (City namesÉ) are used to extract the actionŐs parameters.

This solution establishes a synergy between the semantic service descriptions and the Natural
Language interpretation of user requests, through a common ontology and a consistent lexical
vocabulary. Therefore it canŐt be used in active environments where new components that act
as black-boxes appear and disappear from the context dynamically. Also, the use of a controlled
subset of natural language makes it non intuitive for the user as he is restricted to the use of
templates when expressing a request.

Semantics-based dynamic service composition. Papers [12] and [13] propose the CoSMoS
model and the SegSeC platform for dynamic service composition. Their idea is to transform
the semantics of the user request into a semantic graph. Nodes in the semantic graph represent
operations, inputs, outputs and properties of a component, as well as their data types and
concepts. Arcs (labeled links) represent the relationships among the nodes. Concepts, entities
representing abstract ideas actions are used to annotate the semantics of the operations, inputs,
outputs and properties of components. The user request is parsed and the components addressed
by the user form a workflow.

The example in [13] uses the phrase "Print directions from home to restaurant". The semantic
graph contains the predicate (print), the target of the action (direction) and the parameters
(home, restaurant). The workflow, containing the retrieved components, is executed as soon as
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it satisfies the user request. This analysis takes place in a step called semantic matching and
consists in a test that verifies that all the links that appear in the user request also appear in
the graph that models the workflow.

The authors of [13] admit that their solution is not suited for environments where a large
number of components are deployed. The platform lacks the feature of providing a solution in the
case where the workflow doesnŐt satisfy the userŐs request. If the generated workflow doesnŐt
match exactly the user request, then the dynamic service composition fails. Also, the ability of
the implementation to discover certain components is to be questioned because itŐs limited to
work with a narrow set of keywords and it lacks a vocabulary.

Web service with associated lexical tree. The invention claimed by Alcatel [16] relates to a
method to mark-up a Web service in order to allow finding and retrieving said service via a natural
language request. A lexical tree, built by deriving the service description, finding synonyms and
related forms of the derived keywords, is associated to each service. Finding a service based on
the user request resumes to comparing the natural language query to the lexical tree of each Web
service. This method of retrieving a Web service proves to be the most appropriate when dealing
with natural language requests. The invention however doesnŐt exploit the full potential of this
finding, as it lacks service composition.

6 Conclusion

This paper proposes a new method for assembling services on demand, starting from the user
request expressed in natural language. We use a semantic analysis of the user request, in order
to identify the services described by concepts that are related to concepts from the user request.
Retrieved services are then composed, based on composition patterns, called AoA (Aspects of
Assembly). The uses of patterns, which assure that the new service is always valid, compensate
the ambiguity of the natural language.

Another important advantage of the AoA patterns, comparing to other existent pattern-based
approaches, is the fact these patterns may be superposed by composition. Thus, a large number
of combinations are possible using a given set of patterns. Additionally, for a given set of services,
the AoA mechanism applies only the patterns that lead to valid services.

The solution was implemented on the WComp platform and tested in a dedicated ambient
computing environment, called Ubiquarium, using real and virtual intelligent devices/services.

The service composition is user driven, by natural language (voice) and allows the user to
get the service on-demand. From this point of view, our solution is less restrictive than the other
solutions described in the state of the art section.

An important advantage of our solution is the reuse of WordNet free dictionary, which is
acting like ontology. Due to this, we can relax very much the limitations for the natural language,
imposed by solutions where an ontology (usually restricted) must be created by the developer.
Otherwise, the creation of a rich ontology is a very costly task and our solution succeeded to
avoid it by reusing WordNet. This choice has another important advantage: it solves the problem
of dealing with different ontologies and does not need to impose a common ontology (the only
requirement is to use English).

A particular aspect of our proposal is the mixed approach: semantic and pattern-based. This
approach combines the advantages of the both: thanks to composition patterns, it allows us to
build complex composite services, which are always valid and functional. With other approaches
(interface, logic, semantic based), that are not using patterns/templates, it is very difficult to
create complex architectures that are valid and work correctly.

As future work, we intend to extend our solution for dynamic service adaptation (at runtime)
and this should be feasible because WComp was designed for dynamic service reconfiguration in
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pervasive environments.
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Abstract: Our contribution focuses on the behavioral aspects that are cur-
rently used in the modeling of the virtual inhabitants of a reconstructed Greek-
Roman colony in the framework of the TOMIS project. The project aims at
promoting culture by the mean of the reconstruction of historical sites to-
gether with their virtual societies based on virtual and/or augmented reality
technologies. Our efforts are oriented both on 3D modeling of virtual humans,
animation of the virtual humans on every-day human activities and, most im-
portant, on the spicing these activities with human emotions. To this end, we
iterate the most common agent-based architectures used to produce credible
behavior of the virtual agents (humans or animals) in situations inspired from
the real world, and emphasize their direct applicability both in humans and
animal animations in order to obtain complex behavior based on atomic activ-
ities. Finally, the paper presents the technological issues related to the used
motion capture technology, as source of high-definition human atomic actions,
that participates in complex action plans for virtual agents activities.
Keywords: virtual reality, behavior, motion capture, fuzzy-oriented model-
ing, virtual agent.

1 Introduction

The 3D historical sites reconstruction is one of the most VR-supported cultural dissemination
form. Besides the virtual reconstruction of the old buildings these sites are now animated by
means of virtual animals and plants. More important are the virtual humans that perform some
individual or collaborative activities. The navigation or exploration of the virtual environment,
the triggering of the animation of some mechanisms (cranes, vehicles), and the manipulation of
objects are some examples of such activities that users may share with the virtual inhabitants
of an ancient site. This is the direction on which we are focused in this paper.

The paper is organised as follows: after a brief presentation of the framework of our effort,
in Section 3 we bring into discussion perception, emotion and motivation as main ingredients of
a behavioral architecture adopted for our virtual humans. In the sections 4 and 5 we present
the application of three behavioral patterns used in the expression of virtual agent action plans.
In the last section we discuss the current state of applying motion capture technology in the
behavioral modeling of the agent. Finally, we mention some of our directions for the near future
and conclusions.

Copyright c⃝ 2006-2010 by CCC Publications
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2 TOMIS project context

The major objective of TOMIS project is the development of a multi-sensorial, interactive
framework, based on VR/AR technologies that allows the recreation of historical and cultural
relics that are inaccessible because of temporal constraints (they existed centuries ago) or ge-
ographic constraints (they are placed in submersed areas, great distances or off limits to the
general public). To this end we are currently using and developing methodologies and techniques
of digital restoration/reconstruction applied on vestiges and artifacts of historical importance,
religious and cultural, on the basis of advanced VR/AR technologies. These methodologies and
techniques consider also the surrounding elements of flora, fauna and geo-ecology.

The obtained multimodal pilot system will then be evaluated as experimental information
technology, both in academic and public setups. To meet all these objectives, the research-
development activities proposed in this project are grouped in three distinct phases: a) geometric
modeling of the virtual artefacts, fauna, flora and humans; b) behavioural modeling of fauna, flora
and population; and c) virtual environment setup together with interaction devices integration.
In the following we focus on the second phase, more specific on population behavioral modelling.

Behavioral modelling focuses on the topology of a group, which allows the specialization
of the virtual humanoids in accordance with their competences. In other words, its organiza-
tion is introduced in terms of roles described as capacities (or tasks) and responsibilities of the
group members. From our perspective, we consider this organization to be dynamic, explicit
and sensitive to the evolution of the environment in which the virtual humans carry out their
activities.

To simulate the behavior of all dinamic components which populate the environment, multi-
agent systems technology is applied. Each environment element (plant, animal, member of the
society or object) has associated an agent that is able to play a scenario. This allows description
and compact implementation of a great variety of behaviors, from the simple animation of envi-
ronmental elements (as fauna, tools or machines used by the people) to the complex interactions
of daily human activities.

To this end, we will consider the lowest abstraction level of behavior and primary abilities,
attached to society members and elements which populate the environment in which society
evolves. On the highest levels of abstraction, we will place the actions (possible collaborative)
of society members (in which the user can intervene), which are guided either by collaborative
objectives or by individual ones.

3 Behavioral aspects

Due to the environment’s dynamics, its own physiological and/or emotional state, and its own
motivations, the agent is conditioned to evaluate in every moment of its life time, its behavioral
resources, and to decide about the action it will select and express as an answer of all these
factors. Consequently, the problem of action selection consists in choosing actions necessary for
achieving the current goal. Therefore, frequent compromises have to be made, even independent
activities have to be combined. In other words, the behavioral selection result have to permit
the agent to reach its goals. To this end, the agent credibility is based on a chain of components
that realises this stimulus-reaction relationship. These elements as, perception, motivation and
emotion are essential to a credible action selection mechanism.
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3.1 The perception

The first step in almost every agent’s behavioral architecture is to obtain a sensation, which
then it transforms into a perception. This perceptual image that the agent creates is dependent of
its competencies, goals, knowledges and abilities. Internal or external stimuli, as active entities,
produce a reaction from an excitable organism [1].

The information processing may be made in different manners. Tu and Terzopoulos use
a neural architecture that maps the sensorial information in neural inputs of their fishes [2].
They implement a visual and temperature sensor and use a focalisation subsystem that elimines
any non-important sensorial information. In [3], the visual sensor is based on computer vision
algorithms, being inspired from primates visual aparatus. Different perceptive systems may
combine by means of fusion percepts to obtains concepts of a higher level of abstraction, prooving
this way a great dependence of the agent on its environment [4]. An active perceptual system
can demand that some actions be realized in order to extract supplementary information from
environment [5]. This way, the perception is guided by behavioral needs, so by actions that needs
to be realized.

After the perception takes place in the agent’s aura [6], this perceptual information is passed
through the sensorial quality filter [7], and produces a separation between the environment’s
state and its perception by the agent.

3.2 The motivation

The motivational states are agents’ emotional states that determine itself to react somehow
by a specific action. Bolles’ and Fanselow’s [8] model explores the relation between motivational
and emotional states, in particular between fear and pain, as emotions that interrupt the brain
in order to impose some kind of neccessity or action. For example, if an agent is hungry, then
its brains will redirect all its cognitive ressources in order to make him to search the food. This
will favorise the satisfaction of its hungry.

Wright uses the motivator term, for an information subclass, such as desires, goals and
intentions, which have the potential to trigger an internal or external agent’s action [9]. For
Aylett, motivation is a long term goal, an emotional or motor state, depending on the domain,
and represents the central element of actions’ planning algorithm [10]. This way, the motivational
states have a major impact in the emotional and decisional processes, so in the behavioral one.

3.3 The emotion

In the theories of emotion, the individual realises a cognitive evaluation of its current state
relative to a desired non-riched state in the moment of the evaluation. Reilly [11] proposes as
fear model "the likelihood of failing to achieve the current goal" multiplied with "the importance
of not failing", while LeDoux [12] affirms that emotion may action at a level much lower than
the cognitive one, since the animals may feel the emotions without aware of the cause.

Velasquez [13] uses emotional memories in order to permit agents to chose their actions
according to their emotional state. Doing so, the decisional process is directed in an emotion-
dependent manner. Gratch and Marsella’s [14] agents credibility is based on the obtained emo-
tion, on the evaluation of the relations between the events that appear in a given context and
the agents goals and plans. El-Nasr [15] also places the emotion in the center of its architecture.
After computing the event’s desirability, he uses a version of Ortony’s model [16] to define, on
Fuzzy logic basis, the resulting emotion against current situation and context.

These are our reasons to consider attention, emotion, and motivation as inhibited/exciting
factors of the behavioral answer of the agent.
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4 Agent actions

The environment that we model is an ancient Greek-Roman colony situated on the Black Sea
coast. Here, the main activities of the population take place around the Tomis colony harbour site
where we find different social classes of virtual humans, from sailors and commerciants to simple
individuals who are looking to buy some market products. Of course, the place is also spiced by
the existence of animals or tehnical devices used in market/harbour maneuvers, as ships, cranes,
wheelebarrows, etc. All these elements are modeled by the means of virtual agents, as they are
defined in [6]. There the agent is considered as a 5-uple:

Ag = (F, K, Rec, Eff,Dec) (4.1)

where F is the set of the agent’s attribute shapes, K represents the agent’s knowledge, Rec
the set of receptors, Eff the set of this effectors and Dec is the decisional module. While the
knowledge is considered as a set of valued concepts and the decidor is a FCM-based module,
the receptors and effectors are active entities responsible with the actualisation of sensorial and
motors concepts in the decider (fig. 1). Moreover, the effectors, which encapsulate the agent
changes as imperative methods in containers of activity, are activated/deactivated at the decider
level where the agent realises the action selection.

Figure 1: Affective influences in the virtual agent architecture [6]

Obtaining a perception at the level of a Rec produces the appearance of an emotion that
triggers the increasing of the attention in what it concerns future perceptions and also the
increasing of the motivation to displaying an answer at this perception, by the means of agent
effectors. In the same time, a high rate of non-motivation triggered by another perception (even
internal to the agent) may produce a strong inhibition of the perception and so of the emotion
and answer.

The problem is that even we can determine which will be the agent’s a answer to a specific
perception, we cannot determine its answer in a complex situation, as in the real environment
case. And this, because of the multitude of the obtained perceptions.
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5 Action selection

There are two levels toward which we oriented the behavioral modeling in the Tomis colony.
The simplest level does not suppose semantic abstraction and is approached by means of be-
havioral animation. This is the level where the simplest behaviors are implemented, and called
atomical actions of the virtual agents. This is the case for seagulls, cranes, ships and other
elements animation. In order to filter even this kind of animation we implemented a level of
behavior filter that depends only on the distance between the agent and the viewer.

If an element may support different behavioral animations, we chose to implement a finite
state machine selection mechanism in order to be able to switch from one state (that corresponds
to one behavioral animation) to another. This is the case for "hitting with hammer", "draw/push
a dustcart", etc. This means that it is possible that an action depends on the existence of some
resources in the very near vecinity of the agent.

These lower abstracted agent capabilities are then used at the next level of abstraction, in
the realisation of highly complex behaviors. The high level one is represented by actions as:
Load/Unload ship, Taking goods, Guard a zone, Buy a market product, etc. Here, the action
may be so complex that she needs a plan of realisation, based on simpler actions.

By using the behavioral patterns, FOF (firstOf), ALL (all) and SEQ (sequence), as defined
in [6], we are able to express sequential (SEQ) actions, as well as collaborative (ALL) or even
concurrential (FOF) ones. Let us give some example of such actions.

We identified two types of virtual humans: one that express individual behavior, and that
plays roles as Porter, Buyer, Merchant, Publican, Teamster; and another that express group
behavior, and that plays roles as GroupMember, Soldier / Guardian (despite the fact that he
behaves alone, he is part of the Group), as well as Rower, Pairs, Captain. At the level of group
behaviors we adopted a boid-oriented solution [17], either by introducing a leader inside the
ierarchies (as for Soldier / Rower ...), either by letting the virtual agents to organise themselves
(as for GroupMember) without having neccessary a leader.

No matter what is the virtual environment state, the planning of one or several virtual
humans’ behavior consist mainly in movement allocation by the means of their effectors.

To exemplify an action plan, we adopted a goal oriented approach and consider the high
level action "Transport a thing". We chosed to decompose this complex activity into simpler
actions, until we reach the atomic actions level for each task. This gives us the following actions
sequences:

Transport<T>From<S>To<D> | SearchFor<S>

- SearchFor<S> | - LookingFor<S>

- Reach<S> | - AskingFor<S>

- SearchFor<T> | - ExploreFor<S>

- Reach<T> |

- Take<T> |

- SearchFor<D> | Take<T>

- Reach<D> | - Tilt<T>

- Release<T> | - Touch<T>

- Explore<> | - Straightening<T>

SearchFor<S> means that the agent may explore the environment by looking arround for <S>
and if he/she meets someone else it may ask for <S>. This is an example of using FOF operator:
SearchFor<T>=FOF(LookingFor<T>,AskingFor<T>,ExploreFor<T>).

Once the information is obtained, he/she triggers to Reach<S>. Reach<S> is considered that
maybe realized just by relatively simple movements and obstacle avoidance.
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Take<T> and Release<T> are two complex opposite actions because the resources they use
(in order to take a big object we need both hands). In other words:

Take<T>=SEQ(Tilt<T>,Touch<T>,Straightening<T>)

Release<T>=SEQ(Tilt<T>,Free<T>,Straightening<T>)

For prooving the ALL operator we will change the action in the market place. Here we suppose
to have a virtual human that have to buy several products without knowing exactly if he/she
will find the products in the market and where this products are placed. So, for example, let
us suppose that the human want to buy some perfume (PE), one crater1(CR), and some wine
(WI). To express this, we use the ALL operator as follows:

Buy<PE,CR,WI>=ALL(Buy<PE>,Buy<CR>,Buy<WI>)

For a "buy" activity that is supposed to give the agent the market product <T> after the pay-
ment is made, we may consider a sequence like Buy<T>=SEQ(Search<T>,Reach<T>,Take<T>).
But when the agent has to buy more than one product, this sequentiality is broken by the in-
predictibility of the existence and the topology of the market products. So, we chosed to express
the "buy" action as follows:

Buy<PE,CR,WI>=SEQ( SEQ(Seach<PE>,Search<CR>,Search<WI>),

ALL( SEQ(Reach<PE>,Take<PE>),

SEQ(Reach<CR>,Take<CR>),

SEQ(Reach<WI>,Take<WI>) ) )

This means that our agent will first evaluate the environment and then he will proceed to achieve
the market products according to their accesibility.

Using these behavioral patterns we are also able to decide the failure of actions. To this end,
we use time restricted version of operators. So, if the agent fails to complete an action in the
corresponding time interval, then the agent will drop the action and will evaluate if it is coherent
to continue the current action plan or to change it.

The agent motivation and the resources accesible to the agent are essential. The agent action
have to have sense, i.e. to be accorded to its internal state, its perceptions, knowledge about its
environment and its capabilities; the agent have to equilibrate its actions between an opportunist
behavior and the goal oriented one.

Last but not least, the agent may choose to make a compromise between multiple concurrent
behaviors for satisfy a maximum number of goals in the same time.

6 Some techniques

As we have already said, the behaviors were implemented using very different techniques,
starting from behavioral animation and ending with motion capture solutions.

Behavioral animations were obtained either as morphing shapes (as is the case of seagulls),
either directly by procedural animation (as is the case for plants or simple artifacts, as cranes,
etc). Nevertheless, a level of behavior was implemented in order to filter the displayed behaviors
according to the user’s field of view.

Human natural gestures and actions are obtained using motion capture technology. Here
challenge was to apply the real-time captured animation to the existed models in order to enhance
these 3D models with animation information. Once the animation fitted, we stored the new

1Crater - small container for mixing wine and water.
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models in MD5 or SMD file formats for later use. In the phase of the project we used software
tools as 3DS Max [18] and Blender [19] for 3D modeling and Arena software [20] for real-time
motion capture. In the figure 2 are presented some examples of the human natural captured
actions that are applied at the level of virtual humans in our project.

Figure 2: Simple walk action for the real actor, the skeleton, the virtual human, and some other
actions applied to virtual humans in TOMIS project.

7 Conclusions and Future Works

The credibility of the user experience in the reconstructed environment is augmented by
the behavior realism of the virtual humans that the user meets. To this end, we invoked in
our solution both emotional aspects and technical ones, and explain how they integrates in the
adopted agent architecture. Once the action selection mechanism is tested the mix of several
captured motion for complex actions will provide the expected realism to the virtual humans.
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Abstract: Relevance Technique broadcast the useful information and removes
the redundant data. 802.11e protocol implementation has certain flaws and is
not suitable for VANETs scenarios. Main issue in 802.11e protocol is internal
sorting of packets, no priority mechanism within the queues and often lower
priority traffic get more medium than high priority traffic. In this paper, the
mathematical model of relevance scheme is enhanced so that it can consider the
network control in real scenario by considering the impact of malicious node
in network. Problems of 802.11e protocol can be resolved by making virtual
queue at application level. We analyze the comparison of simple virtual queue
with the over all impact of virtual queue and mathematical model. Similarly
we compare the mathematical model with over all impact of virtual queue and
modified mathematical model using NS-2 simulator.
Keywords: VANETs, Broadcast, 802.11e, Malicious

1 Introduction

Vehicle to Vehicle (V2V) communication enhances the safety of passenger and driver [1]. V2V
communications is unreliable because of shadowing, Doppler shifts and multi-path fading. [2]

Security is an important concern in mobile adhoc network [3] [4] [5]. Attacks are easily
launched on VANETs [6] because of high speed [7], no infrastructure and topology changes fre-
quently [8] [9]. Several Security attacks are possible on safety application, which includes Denial
of Service [10], Masquerade [11], fake information, false position information and ID disclo-
sure [12]. Vehicular communication vulnerabilities are explained in [13] which include Jamming,
Forgery, In-transit Traffic Tampering, Impersonation, Privacy Violation and On-board Tamper-
ing. Malicious data in VANET is because of distributed environment and unreliable components
of data generation. [14] We in this paper resolve the problems of 802.11e protocol by making
virtual queue at application and enhance the mathematical model of message benefit to consider

Copyright c⃝ 2006-2010 by CCC Publications
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the network traffic. We measure the global benefit in real scenario by considering the impact of
malicious node. We also show the comparison of simple virtual queue with the over all impact of
virtual queue and mathematical model. Similarly we compare simple mathematical model with
over all impact of virtual queue and mathematical model. This paper is organized as follows: In
section 2, we discuss relevance based approach, its characteristics and its implementation using
cross layer, 802.11e and 802.11e with virtual queue. In section 3, proposed study and results are
presented using NS-2. Lastly in section 4 conclusions is given.

2 Related Work

Relevance Technique disseminates the useful information and removes the redundant data
[16]. Vehicle contains huge information that can’t be shared to due the high speed of Vehicles.
Technique which gives High priority traffic more medium as compare to low priority traffic is
a suitable approach for VANETS. So relevance technique is the only option as it forward data
according to its relevance.

Relevance Techniques based upon the calculation of relevance value of message and its dis-
tribution according to its priority [15,16]. Altruism, Application-oriented information differenti-
ation, Controlled Unfairness is the basic characteristics of relevance based approach [15,17,18].

2.1 Cross Layer and 802.11 e Implementation

Relevance Technique can be implemented through cross layer design or by 802.11e protocol.
In cross layer design, relevance value of every packet is measured at application layer and pass to
link layer through packet header. Modified medium access control and interface queue broadcast
the high priority traffic with help of application layer information. [15, 17]. 802.11e protocol
implementation has certain flaws and is suitable for VANETs scenarios [18]. Main issue in
802.11e protocol is that it does not provide internal sorting of packets, no priority mechanism
within the queues and performance of the network degrades as lower traffic some times get more
medium than high priority traffic [15].

2.2 802.11e Implementation with Virtual Queue

802.11e protocol problems are overcome by adding four virtual queues at application level.
Packets are sorted according to their priority and most importance messages are near the head of
queues. Sorting is done by getting the current information from application layer and length of
802.11e is set to be one. When 802.11e is empty, one high priority packet is moved from virtual
queue to 802.11e queue. Packet in 802.11e queue does not mean that it always broadcast. If get
a packet in virtual queue that has higher relevance than packet in 802.11e queue than we swap
both the packets in order to achieve higher global benefit [19].

2.3 Mathematically Model for Relevance Based Approach

The mathematical model for relevance based approach is given below.

Message Benefit =
1∑n

i=0 αi

∗
n∑
i=0

αi ∗ bi(m, v, i) − − − −−−−−− [18].

To determine the relevance value of message, Message (m), Vehicle (v), and Information
(i) context parameters are used. The N parameters are computed with the help of application
dependent function bi. The N parameters are then weighted with application dependent factors
ai. In the end, all parameters are sum up and divided by the sum of all ai.
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2.4 Enhanced Mathematically Model for Relevance Based Approach

As the existing model does not have the support for network control traffic. So network
performance can improve by adding the network control in the mathematical model [20].

Enhanced Message Benefit =
1∑n

i=0 αi

∗
n∑
i=0

αi ∗ bi(m, v, i) +

n∑
i=0

Pi

a)
n∑
i=0

Pi = 0 if it is user traffic

Where as

n∑
i=0

Pi = 1 for Operational level network problem,
n∑
i=0

Pi = 2 for Administrative level,
n∑
i=0

Pi =

3 for Maintenance level

b) Message Benefit =
n∑
i=0

Pi (for Network Traffic only)

If 0 
n∑
i=0

Pi � 3 Then
1∑n

i=0 αi

∗
n∑
i=0

αi ∗ bi(m, v, i) = 0

User and Network traffic is assigned a value between zero and three, in order to handle them
easily with four queues (Q0, Q1, Q2, and Q3) of 802.11e. High priority traffic is assigned Q0 so
that it can be forward before the packets in Q1, Q2 and Q3. Queues are assigned to user and
network control traffic according to there relevance value. But in the existing approach there
is no mechanism for priority for network control traffic. So the global benefit is enhanced by
considering network traffic.

3 Proposed Study and Results

In this study we simulate the relevance based approach and calculate global benefit in ideal
scenario that all nodes are doing their properly and there is no malicious node in the network.
In the second scenario we consider the impact of malicious node and measure how much global
benefit is decreased. The malicious nodes forward the relevant messages first but also inject
some surplus information. In last scenario malicious node forward the surplus message first
and ignore the relevant message. In order to validate the proposed study, we compare the
performance of relevance based approach in real and ideal scenario with 802.11e protocol. NS-
2, a network simulator [21], is used to simulate the behavior for relevance based approach in
VANETs scenarios. We use Manhattan Mobility Model and traffic is generated by Generic
Mobility Simulation Framework [22]. Vehicles are moving at a speed of 72Km/hr to 108 Km/hr
within an area of 3000m x 3000m with transmission range of 300m. Performance of relevance
based approach is measured by calculating the global benefit.
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Table 1: Simulation Parameters
Parameters Settings
Channel Wireless
Vehicles 50,100,150
MAC protocol 802.11e
Time 50s
Routing Protocol DSDV

Network Simulator is used for the simulation and different parameter used in the following
study is given in Table 1.

3.1 Improvement due to Mathematical Model

In this study we simulate enhanced mathematically model of message benefit shown above
with existing relevance based approach. Figure 1(a) shows that 50 vehicles are moving at high
speed and share safety and comfort information with each other. Relevance based approach
consider only user traffic and ignore network traffic. So its global benefit can be improved
by improving the mathematical model. We now evaluate the performance of relevance based
approach by adding the network control parameter in the existing formula. Figure 1(a) shows
the global benefit with enhanced relevance based approach. It is clear from figure 1(a) that
global benefit is low by using existing relevance based approach because network control traffic
set lower priority and get less bandwidth than user traffic. So lower priority traffic can get more
bandwidth than higher priority traffic. That’s why the global benefit is improved by adding the
network parameter in relevance based approach.

Figure 1: (a) Improvement due to mathematically (b) improvement due to virtual queue

3.2 Improvement due to Virtual Queue

Figure 1(b) shows simple 802.11e and virtual queue with 802.11e, safety messages and route
messages are forwarded by vehicles. In this study 150 vehicles exchanging information with each
other. In simple 802.11 e, there is no mechanism of priority assignment. This problem is resolved
by virtual queue. So its global benefit is greater than simple 802.11 e because it does not allow
lower priority traffic to get more medium than higher priority traffic.

3.3 Improvement due to Virtual Queue and Mathematically Model

First we check the improvement due mathematical model and virtual queue separately but
now we consider the impact of both on the global benefit of network. Figure 2 shows that global
benefit of existing and enhance relevance based approach due to virtual queue and mathematically
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model. Enhanced relevance based approach has higher global benefit because it resolves the
problem of priority mechanism and ignorance of network control traffic.

Figure 2: Improvement due to virtual queue and Mathematically model

3.4 Comparison

This study shows the comparison of simple virtual queue with the over all impact of virtual
queue and mathematical model. Similarly we compare simple mathematical model with over
all impact of virtual queue and mathematical model. Fig 3(a) shows the global benefit due to
Message Benefit (MB), enhance message benefit (EMB) and virtual queue + EMB. It is clear
from figure that global benefit by using virtual queue + EMB is greater than simple EMB because
within a queue a there is no priority mechanism available.

Fig 3(b) shows the global benefit due to 802.11e, Virtual Queue and EMB + virtual queue.
It is clear from figure that global benefit by using EMB + virtual queue is greater than 802.11e
and simple queue because in simple queue we don’t have discriminate between user traffic and
network traffic.

Figure 3: (a)Comparison of mathematically model with both virtual queue and mathematical
model (b) Comparison of virtual queue with both mathematical models

3.5 Impact of Malicious node

In this study we consider the impact of malicious node on EMB, Virtual Queue and both
(EMB + virtual queue).Figure 4(a) shows that 50 vehicles are moving at high speed and share
safety and comfort information with each other. First we simulate the MB and EMB in ideal
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scenario that no malicious node exists and all nodes try to improve the benefit of network rather
than their own benefit. After that we simulate EMB in real scenario that malicious exist and
damage the performance of the network. Figure 4(a) shows that global benefit of EMB in real
scenario lies between the EMB MB in ideal scenario.

Figure 4(b) shows that 150 vehicles exchanging information with each other. First we simulate
the 802.11e and virtual queue in ideal scenario that no malicious node exists and all nodes try
to improve the benefit of network rather than their own benefit. After that we simulate Virtual
queue in real scenario that malicious exist and damage the performance of the network. Figure
4(b) shows that global benefit of EMB in real scenario lies below than 802.11e and Virtual Queue
in ideal scenario.

Figure 5 shows that 150 vehicles are moving at high speed and share safety and comfort
information with each other. First we simulate the MB and VQ + EMB in ideal scenario that
no malicious node exists and all nodes try to improve the benefit of network rather than their
own benefit. After that we simulate VQ+ EMB in real scenario that malicious exist and damage
the performance of the network. Figure 5 shows that global benefit EMB + VQ in real scenario
lies between the EMB +VQ and MB in ideal scenario.

Figure 4: (a) Impact of malicious node on EMB (b)Impact of malicious node on Virtual Queue
(VQ)

Figure 5: Impact of malicious node on Enhanced Message Benefit and Virtual Queue

4 Conclusion

Relevance scheme rely on intermediate node for communication so it consider there is no
selfish node exist in network. However it is not possible in real scenario. We in this paper simulate
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the relevance based approach using 802.11e, virtual queue with 802.11e and enhance message
benefit in real and ideal scenario. Simulation results shows that global benefit is improved by
using virtual queue with enhance mathematical model.
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Abstract: The current common goal in medical information technology to-
day is the design and implementation of telemedicine solutions, which provide
to patients services that enhance their quality of life. Advances in wireless
sensor network technology, the overall miniaturization of their associated hard-
ware low-power integrated circuits and wireless communications have enabled
the design of low-cost, miniature, and intelligent physiological sensor modules
with applications in the medical industry. These modules are capable of mea-
suring, processing, communicating one or more physiological parameters, and
can be integrated into a wireless personal area network. This paper is dedi-
cated to the most complex Romanian telemedical pilot project, TELEMON,
which has as goals design and implementation of an electronic-informatics-
telecommunications system, that allows the automatic and complex telemoni-
toring, everywhere and every time, in (almost) real time, of the vital signs of
persons with chronic illnesses, of elderly people, of those having high medical
risk and of those living in isolated regions. The final objective of this pilot
project is to enable personalized medical teleservices delivery, and to act as a
basis for a public service for telemedical procedures in Romania and abroad.
Keywords: telemedicine, telemonitoring, biomedical devices, wireless per-
sonal area network.

1 Introduction

Telemedicine is part of the expanding use of communications technology in health care and is
used in prevention, disease management, home health care, long-term care, emergency medicine,
and other applications.

The proposed system, called TELEMON, enables to design a secure digital transmission
(medical records, digital images, video, and text) and a secure medical records acquisition sys-
tem in order to enhance the telemedical consultancy services. The main objective of this project

Copyright c⃝ 2006-2010 by CCC Publications
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is to enable personalized teleservices delivery and patient safety enhancement based on an ear-
lier diagnosis with medical telemetry using biosignals, images [1], text transmissions, and also
applying the suitable treatment according to the remote medical experts’ recommendations [2].

Our project allows persons with different (chronic) diseases and to elderly/lonely people
to be monitored from medical and safety points of view. In this way the medical risks and
accidents will be diminished. The TELEMON system will act as a pilot project destined to
the implementation of a public e-health service, "everywhere and every time", in real time, for
people being in different hospitals, at home, at work, during the holidays, on the street, etc.

2 Materials and Methods

The main objective of this project is the achievement of an integrated system, mainly com-
posed by the following components in a certain area: a personal network of wireless transducers
(PNWT) on the ill person (Figure 1), a data multiplexing block and a personal server (PS)
in form of a Personal Digital Assistant (PDA). After local signal processing, according to the
specific monitored feature, the salient data are transmitted via one of internet or GSM/GPRS to
the database server of the Regional Telemonitoring Centre. The PNWT includes medical devices
for vital signs (ECG, heart rate, arterial pressure, oxygen saturation, body temperature), a fall
detection module, a respiration one, all these components having radio micro-transmitters, which
allows an autonomic movement of the subject. The data processing will be performed by the
PDA.

The results of data processing are in principal and if necessary different locally generated
alarms, transmitted to the central server. Other results on server data processing will be different
medical statistics, necessary for the evaluation of health status of the subject, for the therapeutic
plan and for the healthcare entities.

Figure 1: The local subsystem for home monitoring of the patient
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a) a 3-leads ECG module records and transmits data through a radio transceiver interface;
b) the oxygen saturation module (SpO2), that also computes the cardiac rhythm;
c) the arterial pressure module, with serial interface;
d) the body temperature module;
e) the respiration module;
f) the fall detection module.
The modules (a), (d), (e) were made by our research team, while module (b), (c), and (f)

were chosen from the market and were integrated in TELEMON system.
These modules transmit data to a PDA through radio transceivers, operate in the 2.4GHz

band, and have 5m/10m range indoors/outdoors.
Our wireless personal area network is realized by using a custom developed sensors modules

for physiologic parameters measurement and a low power microcontroller board (eZ430-RF2500
Board from Texas Instruments). The network is wirelessly connected to a personal server that
receives the information from sensors.

The eZ430-RF2500 is a complete MSP430 [17] wireless development tool providing all the
hardware and software for the MSP430F2274 microcontroller and CC2500 2.4GHz wireless
transceiver [18]. Operating on the 2.4 GHz unlicensed industrial, scientific and medical (ISM)
bands, the CC2500 provides extensive hardware support for packet handling, data buffering,
burst transmissions, authentication, clear channel assessment and link quality. The radio transceiver
is also interfaced to the MSP430 microcontroller using the serial peripheral interface.

The 3-lead ECG amplifier (Figure 2) is a custom-made device. It has for each channel a
gain of 500, is DC coupled and has a cut-off frequency around 35 Hz. The high common mode
rejection (>90 dB), high input impedance (>10 M Ω ), the fully floating patient inputs are other
features of the ECG amplifier.

Figure 2: The ECG amplifier (block diagram)

Figure 3: The 3-leads ECG module
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Two AAA 1.2V rechargeable batteries power the ECG amplifier through a voltage regulator.
The regulator is built around a capacitive DC/DC step-up converter.

The process of recognition of the ECG waves (Figure 4) constitutes a significant part of
the most ECG analysis systems. In applications were rhythm detection is performed, only the
location of the R wave is required. In other applications it is necessary to find and recognize the
features of the ECG signal, such as the P and T waves, or the ST segment, for the automated
classification and diagnosis. Many algorithms for the extraction of the ECG features based on
the digital filters have been reported in the literature [13], [14] and [15] especially algorithms for
the QRS complex recognition. The main effort in the ECG features extraction is for finding the
exact location of the waves. After that, the determination of the wave’s amplitudes and shapes
is much simpler. The strategy for finding the exact location of the waves is to first filter the
ECG signal and then recognize the QRS complexes. The baseline and the ST segment features
are also computed.

Figure 4: The ECG processing flowchart

The ECG preprocessing stage uses the raw signal to generate a windowed estimate of the
energy in the QRS frequency band by using the following filters:

• Low pass filter;
• High pass filter;
• Taking the absolute value of the derivative;
• Averaging the absolute value over an 80 ms window.
The combined highpass, lowpass and derivative filters produces a bandpass filter with the

bandwidth that contains most of the energy in the QRS complex. The theory and implementation
of these filters are detailed in [15]. The averaging window was chosen to be the width of a typical
QRS complex (80ms).

After the signal ECG filtering, the algorithm detects peaks in the signal. Each time a peak
is detected it is classified as either a QRS complex or noise, or it is saved for later classification.
The algorithm uses the peak height, peak location (relative to the last QRS peak), and maximum
derivative to classify peaks.

The classification algorithm [16] uses the following rules:
• all peaks that precede or follow larger peaks by less than 200 ms are ignored;
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• if a peak occurs, check to see whether the raw signal contained both positive and negative
slopes. If not, the peak represents a baseline shift;

• if the peak occurred within 360 ms of a previous detection check to see if the maximum
derivative in the raw signal was at least half the maximum derivative of the previous detection.
If not, the peak is assumed to be a T-wave;

• if the peak is larger than the detection threshold call it a QRS complex, otherwise call it
noise.

• if no QRS has been detected within 1.5 R-to-R intervals, there was a peak that was larger
than half the detection threshold, and the peak followed the preceding detection by at least 360
ms, classify that peak as a QRS complex.

The detection threshold used in the last two rules is calculated using estimates of the QRS
peak and noise peak heights. Every time a peak is classified as a QRS complex, it is added
to a buffer containing the eight most recent QRS peaks. Every time a peak occurs that is not
classified as a QRS complex, it is added to a buffer containing the eight most recent non-QRS
peaks (noise peaks). The detection threshold is set between the average of the noise peak and
QRS peak buffers according to the formula:

Det_Th = Avg_Noise_Peak + TH*(Avg_QRS_Peak - Avg_Noise_Peak),
where TH is the threshold coefficient. Similarly, the R-to-R interval estimate used in last

rule is computed as the average of the last eight R-to-R intervals.
The Personal server receives the signal from the ECG module at 200Hz and computes the

status of the patient for the following ECG parameters:
• Tachycardia if HR > 140bpm;
• Bradycardia if HR < 45 bpm;
• Asistola if HR = 0 bpm for at least 3 sec.;
• ST segment elevation if ST > 200ľV;
• ST segment depression if ST < - 150ľV;
• Wider QRS if QRS duration > 0,12 sec.
For the body temperature measurement we use the TMP275 temperature sensor (Texas

Instruments). The TMP275 is a 0.5◦C accurate, two-wire, serial output temperature sensor
available in an SO8 package. The TMP275 is capable of reading temperatures with a resolution
of 0.0625◦C. The TMP275 is directly connected to the ez430-RF2500 using the I2C bus and
requires no external components for operation except for pull-up resistors on SCL and SDA. The
accuracy for the 35-45◦C interval is below 0.2 ◦C and the conversion time for 12 data bits is 220
ms typical.

Figure 5: The thermometer module Figure 6: The respiration module

The Personal server samples the signal from the temperature sensor once per second and
computes the status of the patient for the following temperature values:



E-Health System for Medical Telesurveillance of Chronic Patients 905

• Low temperature - when temperature falls below 35◦C;
• High temperature - when temperature rises above 38◦C;
• Normal temperature - between the above values.
The respiration module (Figure 6) uses one of the most usual methods to sense breathing -

to detect airflow using a nasal thermistor [9]. Although most applications require only breathing
detection, some applications and diagnostic procedures require monitoring of the respiratory
rhythm.

Our wireless respiration sensor uses a thermistor for long-time monitoring during the normal
activity. The sensor is designed using MSP430F2274 microcontroller with an on-chip 10 bit A/D
converter for data acquisition and CC2500 2.4GHz wireless transceiver. The thermistor detects
changes of breath temperature between ambient temperature (inhalation) and lung temperature
(exhalation). A thermistor placed in front of a nose detects breathing as a temperature change.
The used thermistor is a 0603 SMD type and has the following characteristics: Rnom = 10k Ω

at 25◦C, B = 3380, 1% tolerance.
The respiration signals are recorded using the MSP430F2274 A/D converter with 10 Hz

sampling frequency.
The Personal server on patient computes the following respiration parameters:
• Breathing amplitude - calculated for every breathing cycle as a difference between minimum

(Inhalation) and maximum thermistor voltage (Exhalation);
• Breathing interval - measured between two minimums representing two inhalations;
• Breathing frequency calculated from the breathing interval as a number of breaths per

minute. Normal breathing frequency is 12-20 cycles/minute.
We consider two types of respiration:
• Normal respiration, when every breath lasts more than 0.5 seconds;
• Apnoea, when the breathing is missing for more than 10 seconds. Sleep apnoea can last

more than 120 seconds.
The pulsoximeter sensor used is Micro Power Oximeter board from Smiths Medical [10]

(Figure 7). The same sensor can be used for heart-rate detection and SpO2. The probe is placed
on a peripheral point of the body such as a finger tip, ear lobe or the nose. The probe includes
two light emitting diodes (LEDs), one in the visible red spectrum (660 nm) and the other in the
infrared spectrum (905 nm). The percentage of oxygen in the body is computed by measuring the
intensity from each frequency of light after it transmits through the body and then calculating
the ratio between these two intensities.

The pulsoximeter communicates with the eZ430-RF2500 through asynchronous serial chan-
nel at CMOS low level voltages. Data provided includes % SpO2, pulse rate, signal strength,
plethysmogram and status bits and is sent to the eZ430-RF2500 at a baud rate of 4800 bps, 8
bits, one stop bit and no parity.

The Micro Power Oximeter has the following measurement specifications: range 0-99% func-
tional SpO2 (1% increments), accuracy ą2 at 70-99% SpO2 (less than 70% is undefined), pulse
range 30-254 BPM (1 BPM increments), accuracy ą2 BPM or ą2% (whichever is greater).

Figure 7: The pulsoximeter module
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For the blood pressure measurement, a commercially available A&D UA-767PC BPM [11]
was used. The blood pressure monitor (BPM) takes simultaneous blood pressure and pulse rate
measurements. It includes a bi-directional serial port connection communication at 9600 kbps.
An eZ430-RF2500 communicates with the BPM on this serial link to start the reading process
and receives the patient’s blood pressure and heart rate readings. Once the readings are received,
the eZ430-RF2500 communicates with the network and transmits them to the Personal Server.

Figure 8: The blood pressure module (block diagram)

The Personal server computes blood pressure and defines the status of the patient by using
the following blood pressure values:

• Hypotension: systolic < 90 mmHg or diastolic < 60 mmHg;
• Normal: systolic 90-119mmHg and diastolic 60-79 mmHg;
• Pre-hypertension: systolic 120-139 mmHg or 80-89 mmHg;
• Stage 1 Hypertension: systolic 140-159mmHg or diastolic 90 - 99 mmHg;
• Stage 2 Hypertension: systolic > 160mmHg or diastolic > 100 mmHg;

Figure 9: The blood pressure module

Our module for fall detection of humans is based on accelerometer technique. By using a
tri-axial accelerometers our system can recognize patient movements. Linear acceleration are
measured to determine whether motion transitions are intentional.

The algorithm for the human fall detection [3] uses the ADXL330 accelerometer and eZ430-
RF2500 Wireless Module. The ADXL330 is a small, thin, low power, complete three axial
accelerometer with signal conditioned voltage outputs, all on a single monolithic IC. The prod-
uct measures acceleration with a minimum full-scale range of ą3g. It can measure the static
acceleration of gravity in tilt-sensing applications, as well as dynamic acceleration resulting from
motion, shock, or vibration.

The microcontroler calculates the aA acceleration using the formula:

aA =
√

a2
Ax

+ a2
Ay

+ a2
Az

We determine if the subject has fallen if the condition aA > 0.4g is valid.
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Figure 10: The fall detection module

3 Results

In the Figure 11 it is represented the personal server, that were implemented by means of a
PDA (Fujitsu-Siemens Loox T830). This personal medical monitor is responsible for a number
of tasks, providing a transparent interface to the wireless medical sensors, an interface to the
patient, and an interface to the central server.

The USB interface (Figure 18) is realized by using a serial to USB transceiver (FT232BL)
from FTDI [12] and enables eZ430-RF2500 to remotely send and receive data through USB
connection using the MSP430 Application UART. All data bytes transmitted are handled by the
FT232BL chip. It also contains a voltage regulator to provide 3.3 V to the eZ430-RF2500.

The software on the Personal Server [4], [5] receives real-time patient data from the sensors
and processes them to detect anomalies.

The software working on the Personal Server (Figure 12) was written by using C# from Visual
Studio.NET, version 8. The software displays temporal waveforms, computes and displays the
vital parameters and the status of each sensor (the battery voltage and distance from the Personal
Server).

The distance is represented in percent of 100 computed based on RSSI (received signal
strength indication measured on the power present in a received radio signal).

If the patient has a medical record that has been previously entered, information from the
medical record (limits above the alarm become active) is used in the alert detection algorithm.

Figure 11: The Personal server (block diagram)

The following physiological conditions cause alerts:
• low SpO2, if SpO2 < 90%;
• bradycardia, if HR < 40 bpm;
• tachycardia, if HR > 150bpm;
• HR change, if ?HR / 5 min > 20%;
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Figure 12: The Personal server interface: (a) 3 ECG traces, (b) one ECG trace, pulse waveform
and SpO2, (c) 3 accelerometer traces, (d) systolic and diastolic pressure from BPM

• HR stability, if max HR variability from past 4 readings > 10% ;
• BP change if systolic or diastolic change is > ą10%.
When an anomaly is detected in the patient vital signs, the Personal server software appli-

cation generates an alert in the user interface and transmits the information to the TELEMON
Server.

4 Summary and Conclusions

In this paper it is presented a project that aims to develop a secure multimedia, scalable
system, designed for medical consultation and telemonitoring services. The main goal is to build
a complete pilot system that will connect several local telecenters into a regional telemedicine
network. This network enables the implementation of teleconsultation, telemonitoring, homecare,
urgency medicine, etc. for a broader range of patients and medical professionals, mainly for family
doctors and those people living in rural or isolated regions.

The Regional Telecenter in Iasi, situated in the Faculty of Medical Bioengineering, will allow
local connection of hospitals, diagnostic and treatment centers, as well as a local network of family
doctors, patients, paramedics and even educational entities. As communications infrastructure,
we aim to develop a combined fix-mobile-internet (broadband) links.

The proposed system will also be used as a warning tool for monitoring during normal activity
or physical exercise.

Such a regional telecenter will be a support for the developing of a regional medical database,
that should serve for a complex range of teleservices such as teleradiology, telepathology, tele-
consulting, telediagnosis, and telemonitoring. It should also be a center for continuous training
and e-learning tasks, both for medical personal and for patients.
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Abstract: Performance losses of cluster applications can arise from various
sources in the communications network of computer clusters. Typically, CPU
intensive applications generate a small amount of network traffic the overall
influence of the network subsystem is minimal. On the other hand, a data-
intensive and network aware application generates a large amount of network
traffic and the influence of the network subsystem is significantly greater. This
paper presents a model that aims to improve the cluster’s network performance
by reducing the data transfer time, this solution having the advantage that
doesn’t imply modifications of the original applications or of the kernel.
Keywords: cluster communications optimization, network performance

1 Introduction

The computing performance of a cluster is dependent on the performance of cluster compo-
nents: computing nodes and communication infrastructure. The cluster communication infras-
tructure was built using network devices whose performance can be modified only by hardware
changes, i.e. replacing 100Mbps Ethernet switches with gigabit switches; therefore this com-
ponent of the cluster will be neglected. The performance of a computing node is defined by
hardware and software performance, where the hardware performance can be considered a con-
stant value and it can be influenced by the hardware changes only. The software can be separated
in components: application and operating system. The computing performance of the cluster
can be influenced by each of these components.

Cluster performance increasing by performing modifications at the applications level is a goal
very hard to achieve, some applications requiring a complete rewrite for this task. Of course,
there are exceptions too, like network-aware applications, which are built exactly with this goal
in mind and they do not require any optimizations.

The last component that can influence the performance is the operating system through the
kernel configuration and at the network layer optimizations.

Taking into account that clusters typical contains a large number of computing nodes, the
solution for cluster performance improvements must be done with minimal modifications in the
systems. These requirements are necessary to keep the administrative tasks at a decent level.

There is a research work involving the network tuning mechanisms or network-aware ap-
plications trying to solve these issues. The projects developed so far, like WAD (Work Around
Daemon) [1] or ENABLE [2] don’t meet the imposed requirements, as for WAD a modified kernel
must be used, and for ENABLE the applications must be rewritten.

The WAD project provides a transparent mechanism to work around a variety of network
issues, including TCP buffer size, MTU size, packet reordering, and leaky network loss [1]. The
WAD goal is to eliminate the "wizard gap" representing the difference between the network
performances achievable by manually handcrafting of the optimal tuning parameters, compared

Copyright c⃝ 2006-2010 by CCC Publications
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to an untuned application [1]. To attain this goal, WAD requires a modified kernel from the
Web100 project. This solution could not be applied in our case, because of the different Linux
kernel versions the Web100 project provides a kernel patch starting from the 2.6.12. Through
the use of a different kernel version that the provided one by the Linux distribution, CentOS 4.5
in our case, problems in maintaining the operating system across clusters can occur. Therefore
our solution works fine no mater the kernel version used.

The ENABLE project, includes monitoring tools, visualization tools, archival tools, problem
detection tools, and monitoring data summary and retrieval tools. ENABLE provides an API
that makes it very easy for application or middleware developers to determine the optimal net-
work parameters [2]. However, the solution provided by this project was not applicable in our
case, because applications could not be rewritten.

This paper presents a model for self optimization of the network communications in order to
improve cluster performance by shortening the data transfer time. The model implementation
does not require applications and kernel structure modifications or adding new modules to the
existing ones. Also, the implementation uses only the tools provided by the operating system
for runtime configuration and therefore the automatic operating system and kernel updates can
be applied immediately.

In the next section a brief review of the TCP transport protocol issues, Linux kernel network
subsystem and the NetPIPE network performance measurement tool are presented. Section 3
describes the network self optimization model and the proposed algorithm. Section 4 presents
the test environment and the experimental results. The final section summarizes author’s efforts
on tuning the cluster communications network and considers future extensions of the work.

2 Background

TCP protocol transmits new data into the network when old data has been received as
indicated by acknowledgments from the receiver to the sender. The data rate is determined by
the window size and is limited by the application, the buffer space at the sender or the receiver
and by the congestion window. TCP adjust the congestion window to find an appropriate share
of the network capacity of the path between source and destination. Missing or corrupted data
segments are repaired by TCP by retransmitting the data from the sender’s buffer. This process
requires an entire window of data to fit into both sender and receiver buffers [1].

The largest TCP window can be 216=65KB because the TCP header uses 16 bits to report
the receive window size to the sender. The window scale option was introduced defining an
implicit scale factor used to multiply the windows size value from TCP header in order to obtain
the real TCP window size, as described in [3]. These buffers have default values that may either
be changed by the applications using system calls or by using tools provided by the operating
system, i.e. sysctl tool from Linux/Unix.

The second part of this section is focused on the network subsystem of the Linux kernel.
Starting from the version 2.4 of Linux kernel, an auto tuning technique is used to perform
memory management. This technique simply increases and decreases buffer sizes depending on
available system memory and available socket buffer space. By increasing buffer sizes when they
are full of data, TCP connections can increase their window size performance improvements are
an intentional side-effect [4]. On the other hand, this is done within the limitation of the available
system memory and socket buffer space, and on the busy cluster that are valuable resource.

The network subsystem of the Linux operating system should be tuned in order to obtain
an optimal performance of a computing system. In order to do that, changes can be operated
at the following levels: network interface and kernel parameters. The kernel parameters allow-
ing to change the network behavior can be tuned by modifying the following files located in
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/proc/sys/net:

/proc/sys/net/core/rmem_max

/proc/sys/net/core/rmem_default

/proc/sys/net/core/wmem_max

/proc/sys/net/core/wmem_default

/proc/sys/net/ipv4/tcp_stack

/proc/sys/net/ipv4/tcp_timestamps

/proc/sys/net/ipv4/tcp_keepalive_time

/proc/sys/net/ipv4/tcp_mem

/proc/sys/net/ipv4/tcp_rmem

/proc/sys/net/ipv4/tcp_wmem

/proc/sys/net/ipv4/tcp_window_scaling

The network interface can also be tuned by modifying the speed and duplex settings and the
MTU size. Two problems have to be addressed while setting up the cluster:

• the default kernel values don’t provide the best performance for the custom environment,
and

• the number of communication devices needed to be set.

Since solutions to solve these two problems are missing an optimal value for each system in
cluster to get the best possible performance is proposed. By using the right tools, the network
settings related changes are available immediately, the optimization algorithm presented in this
paper being based on these features. The values of the send/receive buffers (tcp_wmem and
tcp_rmem) can be changed by specifying minimum size, initial size, and maximum size as follows:

sysctl -w net.ipv4.tcp_rmem="4096 87380 8388608"

sysctl -w net.ipv4.tcp_wmem="4096 87380 8388608"

The third value must be the same as or less than the wmem_max and rmem_max values. The
first value can be increased on high-speed, high-quality networks so that the TCP window starts
out at a sufficiently high value [5]. Also, the TCP window scaling is an option to enlarge the
transfer window.

Performance measurements of the cluster network can be done using a wide area of tools
like Iperf [6], Netperf [7] or NetPIPE (Network Protocol Independent Performance Evaluator).
Because the performance measurements must be done for both TCP and MPI layer and the
NetPIPE provides a complete measurement of the communication performance on both of them,
the tests were performed using this tool. The NetPIPE utility performs simple ping pong tests,
bouncing messages of increasing size between two computers. To provide a complete test, Net-
PIPE modifies the message size, with a slight perturbation, at regular intervals and measures the
point-to-point communications performance between nodes [8]. Because we want to determine
of the maximum bandwidth available for different use cases, usage of different message size is a
must. From all the performance measurements tools available, only NetPIPE had this feature
by default, which defines it as a right tool for this kind of tests. An in depth description of the
NetPIPE utility can be found in [8]- [10]. Linux kernel network subsystem information gathered
by running NetPIPE on the cluster were used in order to improve the throughput.

3 Proposed model

The proposed model implies the computation of a best possible set of values for a given set of
parameters. Figure 1 presents the model schematics composed from three parts: ”Control logic”,
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”Parameter computation” and ”Network test tool”. The first component is responsible for sending
starting set of values to ”Parameter computation” and keeps the running flux under control. The
second component computes the sets of values based on previously known sets of data and on
the results of the current run received from the ”Network test tool” and send it to the kernel in
order to set the network subsystem. The ”Network test tool” is responsible to run set of tests and
provide the results to ”Parameter computation” component. The optimization process is started
by ”Control logic”, which sends starting values to ”Parameter computation” that are set in the
kernel network subsystem and starts the first set of tests through the ”Network test tool”. After
the tests are finished, the results are sent to "Parameter computation" which computes a new
set of values and the process continues until meeting the end condition.

Compute node Compute node 

Network test 

tool 

Network 

 subsystem 

Network 

 device 

Compute node 

Network test 

tool 

Network 

 subsystem 

Application 

Kernel 

Hardware 

Control logic 

Parameter 

computation 

Network 

 device 

Network 

infrastructure 

Network test 

tool 

Network 

 subsystem 

Network 

 device 

Figure 1: The cluster communication optimization model

The process provides self optimization of the kernel network subsystem, the only necessary
interaction with the application being the configuration file that contains necessary values for the
application startup and for the components behavior. These values can be set by administrators
to meet the specific needs.

An algorithm implementing model functionality is proposed. This algorithm performs the
bandwidth measurements and adjusts the sets of parameters to obtain the highest bandwidth
usage for each case and running tests.

Given l, the number of tests to be performed, let it be N = {n1, n2, . . . , nk} the set of nodes in
cluster, T = {t1, t1, . . . , tl} the set of test variables (i.e. tcp_rmem, tcp_wmem, tcp_window_scalling),
I = {i1, i2, . . . , il} the kernel network subsystem parameters start values and E = {e1, e1, . . . , el}

be the set of computed values for each test ti. Also, given m as the number of messages,
MS = {ms1,ms2, . . . ,msm} is defined as the set of message sizes used by the testing tool, X =
{x1, x2, . . . , xm} as the best set of result value for each test tt, the results set Ri = {r1, r2, . . . , rk}i
one for each cluster node, S = {s1, s2, . . . , sm}, where si =

∑k
j=i rij, and B = {b1, b2, . . . , bm} as

the set of best values for each test ti. The algorithm computes the values for the test variables
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as follows:

The algorithm has two main components: the network test component corresponding to
”Network test tool” in Figure 1 and implemented by lines 3-19 from the algorithm, and the com-
putational component corresponding to ”Parameter computation” in Figure 1 and implemented
by lines 20-30. The methods used in the algorithm implements the following actions:

• generate_set: produce a new set of parameters used for network testing;

• start_remote_testing_program: launches the remote component of the testing application
(NetPIPE in our case);

• prepare_local_testing_program: prepare the local component of the testing application,
necessary to maximize the accuracy of the measured values;

• execution_of_local_testing_programs: runs the testing application;

• get_max_count: extract the parameter value corresponding to the maximal throughput.

Finally, the line 31 sequentially sets the kernel parameters to the best computed values on the
entire cluster.

4 Implementation and experimental results

To improve the cluster communications, dynamic tests and adjustments for the follow-
ing Linux kernel network parameters are performed: tcp_window_scalling, tcp_rmem and
tcp_wmem. Bandwidth measurements and TCP parameters adjustments were carried out to
obtain the highest bandwidth usage for each case and to determine the maximum bandwidth
available for different use cases.

The environment used to test the proposed model consists in a grid cluster with the following
configuration: one front-end computer with 4 x 3.66 GHz Intel Xeon processors, 4 x 146 GB hard
drive and 8 GB of RAM and 12 computing nodes with 1 x 2.33GHz Intel Core2 Duo CPU, 1 x
160GB hard drive and 2GB of RAM with Gigabit Ethernet card connected with CAT6 cables
via a Gigabit switch.

First implementation of the algorithm was made in Bash, but due the dificulties in working
with data structures was switched to Perl. Also, to preserve measurement accuracy and perfor-
mance the tests results were saved to files for further usage, like graphical presentation.

The performance results were obtained based on a test array with three elements: one for
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TCP windows scaling, a second one for TCP read buffer and the third one for the TCP write
buffer kernel parameters. For each of this there is a graphical presentation, where on the X and
Y-axis the message size used during tests and the resulted bandwidth values are, respectively,
presented.

The results for the TCP windows scaling parameter are showed in Figure 2(a), where one line
is for net.ipv4.tcp_window_scaling=0, and the other one is for net.ipv4.tcp_window_scaling=1.
For an easier reading of the results graph, we apply a Bezier function in order to obtain the pre-
sentation from Figure 2(b).

The influence of TCP read/write buffer size over the available bandwidth are presented in
Figure 3(a)/Figure4(a). In this case, there are a large number of graphic representations and
the observation is very difficult, so a Bezier function was applied on the results values to make
the graphical presentation more readable, as shown in Figure3(b)/Figure4(b). The red line in
the graphical representations corresponds to the default value for tcp_rmem (4KB) and the blue
dotted line is the best value resulted using this model, with 100Mbps more than the default
value.

By applying different values for TCP buffers and running tests bandwidth variation for each
of them is presented (Figure 5). TCP buffers size starts from 4KB and each algorithm step
doubles the previous value.
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Figure 2: TCP window scaling influence over bandwidth
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Figure 3: TCP read buffer influence over bandwidth
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Figure 4: TCP write buffer influence over bandwidth

Figure 5: Bandwidth achieved for different TCP buffer size

A ram drive on all computers was built in order to test the results without any delays
introduced by the hard disk drive. Because of the 2GB memory limits on the computing nodes,
the file transferred and the ram drive size was 512 MB. In the Figure 6(a) transfer time for the
file is shown. In this test the TCP buffers size was changed from 4KB to 512 KB and data
transfer starts in both directions for each value, from the frontend to cluster nodes and back.
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Figure 6: (a)Transfer time for a 512MB file between cluster; (b)The benefits of parameters
adjustments

The best transfer time was obtained when both tcp_rmem and tcp_wmem values were 16KB
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or 32KB. During the tests, this solution provides all values for the considered TCP parameters,
which can be useful for other scenarios. In Figure 6(b), the bandwidth improvement is presented.

Using only the default values, the cluster internal network available bandwidth is not opti-
mally used with a strong impact on the overall computing performance. Using this optimization
model, the bandwidth available in the cluster is efficiently used.

5 Conclusions and future work

Using the proposed model, the communication between cluster nodes has been improved. All
results are considered for the specific needs of mentioned cluster, where a significant amount of
data needs to be transferred between cluster nodes. For other applications, like a web server
farm, the final results may be slightly different, but can be optimized by adjusting the test tool
for those specific needs. The network kernel parameters computed can be used later if the use
case is changed, i.e. a web server farm. The algorithm can be used for IPv6 too, however the
authors doesn’t implemented nor tested.

The further development of presented application will follow two directions: one is to extend
its capabilities to support UDP traffic performance adjustment; and the second one is to support
tuning parameters other than the ones related to the Linux kernel.
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Abstract: Innovation doubtless represents a main strategic lever for the de-
velopment of small and medium enterprises (SMEs) in many industrial sectors
and it comprises new techniques, new products and new processes, as well as
new services which lead to better customer service and revenue. However, the
basic question of how well the company is equipped with the necessary prac-
tices, methodologies, people, and beliefs, is far from being completely answered
yet. In this paper, a metrics-based diagnosis tool for measuring and enhancing
the innovation capabilities in SMEs is presented along with a set of prelimi-
nary results from case-based studies at the local industry. In this paper we
propose a new method by studying the competences of SMEs in concepts tied
to innovation and by using a specified framework. As a first step, all of the
necessary information by using questionnaires with verbal-scales evaluations is
compiled. Second, we use a non-compensatory flow-based sorting method with
central profiles to identify the current level and to classify the company into
predefined levels. Third, a detailed analysis of the obtained values is performed
in order to make a personalized recommendation.
Keywords: technological innovation, multicriteria decision making, classifi-
cation methods.

1 Introduction

1.1 Innovation process

The innovation literature is a fragmented corpus due to the contribution of many scholars
with diverse disciplinary backgrounds that try to adopt different ontological and epistemological
positions to investigate and analyze this complex and multimensional phenomena. Thus, a variety
of approaches [1], [2] and many different measurement methods [3], [4], [5] can be found. Chiesa
et al. in [6] describe process and performance as the two foci of innovation management measures;
they overlay core processes with a set of enabling processes, the latter describing the deployment
of resources, and the effective use of appropriate systems and tools governed by top management
leadership and direction. A close link exists between product and process innovations: the
majority of the articles address both type of innovations and only few articles considered only
process innovations [7]. We can observe this relationship in the definition made by Cormican
et al. [8] , that describe the product innovation as a continuous and cross-functional process
involving and integrating a growing number of different competences inside the organization. In
the area of the variables related to innovation, we can consider important works on frameworks.
Adams et al. [3] in a survey develops a synthesized framework of the innovation management

Copyright c⃝ 2006-2010 by CCC Publications
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process consisting of seven categories: inputs management, knowledge management, innovation
strategy, organizational culture and structure, portfolio management, project management and
commercialization. Boly [9] , based on the literature [7] [8], identified the most used practices
by innovative enterprises and he classified them under 13 categories or groups. According to the
author, these practices constitute the principal actions performed by the enterprises to define
their strategy, to guide and impel the innovation processes and make evolve the organization
or its methods of work; they develop these practices completely or partially and in a formal or
informal way where the level of use of these practices allows to classify the enterprises according
to his innovation potential.

1.2 Measuring innovation by assessment of practices

Corona in [10] defined an index of potential innovation (IIP), which is calculated by using
multicriteria decision making (MCDM) tools, and uses as criteria the 13 innovation practices
defined by Boly [9] . These practices are the concrete actions executed by the enterprises to
define their strategy, to guide and to impel the innovation processes and to make evolve the
organization or its working methods. The index will allow to obtain a classification according to
the attitudes and strategies adopted by these enterprises. Based on [11] we can classify companies
as: Proactive, Preactive, Reactive and Passive. On the other hand, Morel et al. [12] propose the
use of Choquet’s Integral to consider the interaction between the different innovation practices,
defining an Aggregated Index of potential innovation (APII). Finally, Assielou in [13], besides
of adding two new innovation practices, he makes modifications in the system of treatment and
practices.

Current index-based methods are actually sorting procedures and present limitations to cor-
rectly classify enterprises in this field. In this paper we propose a new method to make the
evaluation of innovation levels in the small and medium enterprises by using a specified frame-
work. As a first step, all the necessary information by using questionnaires with verbal-scales
evaluations is collected. Then, a non compensatory flow-based sorting method with limiting
profiles is applied. The third step consists of a detailed analysis of the values obtained in each
evaluation of an enterprise to perform a personalized recommendation for each company about
areas to be improved. An example of its application is given.

2 Construction of the Gathering Tool and Reference Profiles

2.1 Gathering Tool

Based on the works by Assielou [13], Corona [10] and Camargo [14] we use categories of
innovation practices ci, each with practices belonging to a similar class, as shown below.

I. Creation / Concept Generation (c1)
1.1 Use of tools to increase the creativity
1.2 Integration of the clients and suppliers in the conception process
1.3 Organization, compilation and management of information from the exterior
II. Conception Activities (c2)
2.1 Use of tools of help to the conception
2.2 Existence of a methodology of help to the conception
2.3 Hardware Equipment
III. Human Resources Management (c3)
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3.1 Management of competences and the skills of the society
3.2 Innovation stimulation
IV. Strategy (c4)
4.1 Strategy integrated to favor the innovation
4.2 Network operation
4.3 Client Importance
4.4 Financing
V. Project management (c5)
5.1 Project administration
5.2 Management of project briefcase
5.3 Organization of tasks tied to the Innovation
VI. Capitalization of Ideas and Concepts (c6)
6.1 Continuous Improvement of the innovation process
6.2 Politics of Management of the intellectual property
6.3 Knowledge Capitalization

In order to measure every concept on each category, verbal scales mapped onto five numerical
levels are defined with values {0; 0.25; 0.5; 0.75; 1}, where 0 and 1 are the lowest and the highest
level , respectively. Each level was defined in detail for each concept, in order to avoid ambiguity
and make the evaluation easier to the interviewer; a survey with 18 evaluations grouped into six
categories is then applied.

2.2 Reference Profiles

By observing the classification established by Godet [11] and the six categories above, it is
possible to establish intervals in which we can classify the enterprises; Passive enterprises have
the lowest values in every category whereas the Preactive ones obtain the highest values. The
division by interval in each category allows us to establish segments of values for each innovation
profile in the characteristics to be measured by having into consideration that the values included
in the interval belongs to the levels expected for a company of that profile. This can give us the
idea that it is possible to determine reference profiles, where for example a Proactive company
will have all its evaluation values in the highest intervals. Thus, each of the four divisions rep-
resents to a Reference company with Passive, Reactive, Preactive and Proactive characteristics
(Table 1). Is it possible to see that these Reference profiles represent companies that have ho-
mogeneous development levels in each characteristic, which is not always the case; for instance,
there exist companies with high levels of development in Innovation Stimulation, but at the same
time poor levels in Knowledge Capitalization, or a company obtains Proactive values in Human
Resources Management and Reactive values in Capitalization of Ideas and Concepts. We cannot
hope that the majority of the companies will be homogeneous, therefore it is necessary to find
out a method that allows us to establish a correct classification within the four profiles using a
non compensatory mathematical tool.

3 FlowSort Method

Based on the ranking methodology of PROMETHEE, a new sorting method developed by
Nemery and Lamboray [15] is proposed for assigning actions to completely ordered categories;
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Category Passive Reactive Preactive Proactive
I. Creation / Concept Generation [0 - a2[ [a2 - a3[ [a3 - a4[ [a4 - 1]

II. Conception Activities [0 - b2[ [b2 - b3[ [b3 - b4[ [b4 - 1]
III. HR Management [0 - c2[ [c2 - c3[ [c3 - c4[ [c4 - 1]

IV. Strategy [0 - d2[ [d2 - d3[ [d3 - d4[ [d4 - 1]
V. Project management [0 - e2[ [e2 - e3[ [e3 - e4[ [e4 - 1]

VI. Capitalization of Ideas [0 - f2[ [f2 - f3[ [f3 - f4[ [f4 - 1]

Table 1: Interval Distribution of Category values

these categories are defined either by limiting profiles or by central profiles (also named centroids).
The assignment of an action into a Category is based on the relative position of this action with
respect to the defined reference profiles in terms or incoming or outgoing net flows. We denote
by A : (a1, ..., an) the set of n actions to be sorted. These actions are evaluated on q criteria
gj(j = 1, ..., q) that have to be maximized. We denote the categories to which the actions must
be assigned by C1, C2, ..., Ck. These categories are either delimited by two boundaries, in the case
of limiting profiles, or by centroids in the case of central profiles. This Categories are ordered as
C1 > ...Cl > Ck, where Ch > Ck , with h < l, which denotes that Ch is preferred to category Cl.
We denote R = (r1..., rk+1) as the set of limiting profiles in the case when a category is defined by
an upper and lower profile, represented as rh+1 . On the other hand, when we define a category
by one central profile, the centroid is denoted by R̃ = (r̃1, ..., r̃k), where r̃j is the centroid of
category Cj. We also define π(x, y) as the preference of action x over an action y, which is used
in the same way as in PROMETHEE. Thus, on the basis of these preference degree, positive,
negative and net flows of each action x of Ri, are computed by equations ( 3.1),( 3.2),( 3.3),
where Ri = R

∪
{ai}.

ϕ+
Ṙi

=
1

|Ṙi|− 1

∑
y∈Ṙi

π(x, y) (3.1)

ϕ−
Ṙi

=
1

|Ṙi|− 1

∑
y∈Ṙi

π(y, x) (3.2)

ϕṘi
= ϕ+

Ṙi
− ϕ−

Ṙi
(3.3)

In this case we use Ṙi when no difference can be made between a set of limiting profiles and a
set of centroids.

The Flow-Based Assignment rules differ in the use of limiting profiles and central profiles. In
the case of limiting profiles, the rules of the positive and negative flow assignment are defined as
follows:

Cϕ+(ai) = Ch, if ϕ
+
Ri
(rh) ≥ ϕ+

Ri
(a1) > ϕ+

Ri
(rh+1) (3.4)

Cϕ−(ai) = Ch, if ϕ
−
Ri
(rh) < ϕ−

Ri
(a1) ≤ ϕ−

Ri
(rh+1) (3.5)

If we want to strictly impose the assignment to one category, using the net flow we can define
the assignment rule by ( 3.6).

Cϕ(ai) = Ch, if ϕRi
(rh) ≥ ϕRi

(a1) > ϕRi
(rh+1) (3.6)
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In the case of central profiles, the Flow-Based Assignment rules of positive and negative flows
are defined by ( 3.7) and ( 3.8).

C̃ϕ+(ai) = Ch, if
ϕ+
R̃i
(r̃h) + ϕ+

R̃i
(r̃h+1)

2
< ϕ+

R̃i
(a1) ≤

ϕ+
R̃i
(r̃h) + ϕ+

R̃i
(r̃h−1)

2
(3.7)

C̃ϕ−(ai) = Ch, if
ϕ−
R̃i
(r̃h) + ϕ−

R̃i
(r̃h+1)

2
≥ ϕ−

R̃i
(a1) >

ϕ−
R̃i
(r̃h) + ϕ−

R̃i
(r̃h−1)

2
(3.8)

Here, we can also strictly impose the assignment to one category using the net flows with the
assignment rule ( 3.9).

C̃ϕ(ai) = Ch, if
ϕR̃i

(r̃h) + ϕR̃i
(r̃h+1)

2
< ϕR̃i

(a1) ≤
ϕR̃i

(r̃h) + ϕR̃i
(r̃h−1)

2
(3.9)

4 Application

In this section the method is explained in four main steps, by using information obtained from
seven SMEs, Ej, with (j = 1, ..., 7) taken from the metalworking industry located at Santiago of
Chile, as follows.

E1: appliances manufacturing such as refrigerators, gas and kerosene heaters.
E2: appliances manufacturing such as gas and electric stoves and heaters.
E3: appliances manufacturing such as home boilers and sinks.
E4: faucets and gas valves manufacturing.
E5: vehicle transforming maker such as for ambulances and safety vehicles.
E6: safety deposit box manufacturing with electronic controls.
E7: vending machine refurbishment and adapting for industrial utilization.

4.1 First Step: Determination of the weights and references profiles.

By observing the weight used in each one of the practices in [13], we construct our own weight
distribution, considering that our definition of categories and concepts is a grouping and in some
cases the division of the innovation practices. This weight distribution can be observed in Table
2 , where also for every category the local weight of each concept of a category is indicated.
To establish the reference profiles, we will define four areas for each of the six categories using
the construction of limiting profiles; this will allow us to establish min and max values in every
category ci . In this case we constructed a symmetrical division in each of the categories because
the necessary information to establish central profiles was not available (Table 3).

4.2 Second step: Survey application and data processing.

In this step we work with the information collected from the surveys made to each enterprise.
According to the evaluation of each of the concepts, an evaluation for each category ci is made
by the weighted sum

∑
eijwij, where eij is the evaluation between [0, 1] of the j-th concept in

the i-th category , and wij is the local weight (Table 4).
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Category (ci) Local Concept Weights (wij) Global Category Weight (wi)

I. Creation / Concept Generation {0.26; 0.33; 0.41} 0.175
II. Conception Activities {0.43; 0.19; 0.38} 0.107

III. Human Resources Management {0.47; 0.53} 0.068
IV. Strategy {0.05; 0.51; 0.27; 0.17} 0.232

V. Project management {0.01; 0.47; 0.52} 0.194
VI. Capitalization of Ideas and Concepts {0.43; 0.29; 0.37} 0.224

Table 2: Local and Global weights concepts

Limiting Profile c1 c2 c3 c4 c5 c6

r1 1 1 1 1 1 1
r2 0.75 0.75 0.75 0.75 0.75 0.75
r3 0.5 0.5 0.5 0.5 0.5 0.5
r4 0.25 0.25 0.25 0.25 0.25 0.25
r5 0 0 0 0 0 0

Table 3: Limiting Profiles defined in Flow-Sort Method

A c1 c2 c3 c4 c5 c6

E1 0.31 0.32 0.12 0.13 0 0
E2 0.36 0.59 0.40 0.86 0.15 0.19
E3 0.28 0.16 0.40 0.58 0 0.10
E4 0.17 0.22 0.12 0.43 0.11 0.19
E5 0.26 0.42 0.24 0.34 0.15 0
E6 0.52 0.78 0.52 0.98 0.64 0.42
E7 0.17 0.2 0.18 0.29 0.34 0.11

Table 4: Evaluation results

4.3 Third Step: Flow-Sort Aplication

By defining the set of actions for the seven enterprises as A = {E1, E2, E3, E4, E5, E6, E7}, which
have been evaluated in the six criteria already defined, and the four classification categories
{Passive, Reactive, Preactive, Proactive} defined by the five limiting profiles of Table 3, we
start calculating the preference degrees, showed in Table 5 between the reference profile and the
seven enterprises in order to obtain positive and negative flows. With these calculations we can
measure positive, negative, and net flows for each enterprise by using equations ( 3.1), ( 3.2),
and ( 3.3).The calculations of all of the flows for the enterprises is shown in Table 6, where for
example the positive flow of enterprise 1 with respect to limiting profile r4 is calculated as

ϕ+
R1
(r4) =

∑
π(r4, rj) + π(r4, E1)

|R4|− 1
=

1+ 0.67

6− 1
= 0.334

The assignment to each category in Table 6 were obtained by equations ( 3.4) and ( 3.5); for
example for assigning Enterprise 1 the flow is between profile limits r4 and r5 as indicated by
ϕ+
R1
(r4) ≥ ϕ+

R1
(E1) ≥ ϕ+

R1
(r5) and ϕ−

R1
(r4) < ϕ−

R1
(E1) ≤ ϕ−

R1
(r5). Thus Enterprise 1 is classified

as Passive. In the cases when positive and negative flows difers, for example Enterprise 3 and 5,
we must apply the equation ( 3.6) to obtain an unique classification.



A Metrics-based Diagnosis Tool for Enhancing Innovation Capabilities in SMEs 925

r1 r2 r3 r4 r5

π(E1, rj) 0 0 0 0.33 0.67
π(rj, E1) 1 1 1 0.67 0
π(E2, rj) 0 0.17 0.33 0.67 1
π(rj, E2) 1 0.83 0.67 0.33 0
π(E3, rj) 0 0 0.17 0.50 0.83
π(rj, E3) 1 1 0.83 0.50 0
π(E4, rj) 0 0 0 0 1
π(rj, E4) 1 1 1 1 0
π(E5, rj) 0 0 0 0.50 0.83
π(rj, E5) 1 1 0 0.50 0
π(E6, rj) 0 0 0 0.50 0.83
π(rj, E6) 1 1 1 0.50 0
π(E7, rj) 0 0 0 0.33 1
π(rj, E7) 0 0 0 0.67 0

Table 5: Preference degrees between the reference profile and the actions

r1 r2 r3 r4 r5 Ei Class

ϕ+ 1 0.8 0.6 0.344 0 0.173 Passive
R1 ϕ− 0 0.2 0.4 0.656 0.916 0.744 Passive

ϕnet 1 0.6 0.2 -0.313 -0.916 -0.571 Passive
ϕ+ 1 0.754 0.532 0.284 0.0 0.431 Reactive

R2 ϕ− 0 0.246 0.468 0.716 1 0.569 Reactive
ϕnet 1 0.507 0.064 -0.433 -1 -0.139 Reactive
ϕ+ 1 0.8 0.554 0.305 0 0.303 Passive

R3 ϕ− 0 0.2 0.446 0.695 0.961 0.659 Reactive
ϕnet 1 0.6 0.107 -0.39 -0.961 -0.356 Reactive
ϕ+ 1 0.8 0.6 0.354 0 0.246 Passive

R4 ϕ− 0 0.2 0.4 0.646 1 0.754 Passive
ϕnet 1 0.6 0.2 -0.293 -1 -0.507 Passive
ϕ+ 1 0.8 0.6 0.297 0 0.258 Passive

R5 ϕ− 0 0.2 0.4 0.703 0.955 0.697 Reactive
ϕnet 1.0 0.6 0.2 -0.406 -0.955 -0.439 Passive
ϕ+ 1.0 0.732 0.445 0.2 0 0.623 Preactive

R6 ϕ− 0.0 0.268 0.555 0.8 1 0.377 Preactive
ϕnet 1.0 0.464 -0.11 -0.6 -1 0.246 Preactive
ϕ+ 1.0 0.8 0.6 0.315 0 0.285 Passive

R7 ϕ− 0.0 0.2 0.4 0.685 1 0.715 Passive
ϕnet 1.0 0.6 0.2 -0.37 -1 -0.43 Passive

Table 6: Flow-Sort Results

The assignment of an enterprise into one of the four enterprises profiles can be easily displayed
using the positive and negative flows diagram. In Figure 1, which shows the flows of the Enter-
prise 1, it is possible to view that there is not ambiguity in the classification of this enterprise
into the Passive profile , since the positive and negative flows allocate this enterprise into the
same profile. In other case , in the Figure 2 which shows the flows of the Enterprise 3, we can
observe that the positive flow classifies the enterprise into the Passive profile and the negative
flow classifies the enterprise into the Reactive profile, but the final net flow classify this enterprise
into the Reactive profile. This final classification can be explained taking into consideration the



926 J. Sepulveda, J. Gonzalez, M. Camargo, M. Alfaro

proximity of the positive and negative action score to the Reactive area classification over the
Passive area classification.

Figure 1: Flow Diagram Enterprise 1 Figure 2: Flow Diagram Enterprise 3

For the Enterprise 6 identified as Preactive in this method, the net flow action obtains a positive
value, which is opposed to the net values obtained by the enterprises classified as Passive which
have the most negative value (Figure 2). It is important to note that the profile areas where
there is not exist any ambiguity depends only on the singular comparison between an enterprise
and all of the reference profiles. The former explains the variety of these areas that we see in all
these flows diagrams.

4.4 Fourth Step:Analysis of the results.

The analysis of the results and the search of possible alternatives of innovation progress
in these enterprises can be analyzed by observing the detailed net score flows for each category,
which show the net significance of all six Categories in obtaining the final net flow value for every
enterprise. We can observe that in most cases the category that contributes with the highest
negative flows is the Category Capitalization of Ideas, which is responsible for the third part of
the total net flow. The second category with the most negative flows is the category Project
Management. In most enterprises, these two categories grouped together represent between the
40% or 50% of the final significance in the net flow action (Table 7). This can give us an idea

Figure 3: Flow Diagram Enterprise 6
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that any improvement in the values obtained in the values of these categories can be critical to
obtain a better evaluation. In other words, any improvement in any of the concepts that belongs
to the categories above mentioned may produce an advance of the innovation process. Thus,
these enterprises would be more qualified to move to a higher profile. On the other hand, in the
enterprises that obtained a classification as Reactive and Preactive, the values associated to the
Category Strategy have positive net flows values having a positive significance into the total net
flow action; thus we can say that enterprises with good evaluations in the concepts concerning
to the Strategy can present features of a Reactive or a Preactive enterprise profile.

c1 c2 c3 c4 c5 c6

E1 6.13% 3.75% 7.15% 24.39% 27.19% 31.39%
E2 7.61% 4.65% 2.96% 30.26% 25.30% 29.22%
E3 7.80% 14.30% 3.03% 10.34% 34.58% 29.95%
E4 20.70% 12.66% 8.04% 9.15% 22.95% 26.50%
E5 7.97% 4.87% 9.29% 10.56% 26.50% 40.80%
E6 10.43% 19.13% 4.05% 41.48% 11.56% 13.35%
E7 24.44% 14.94% 9.50% 10.80% 9.03% 31.28%

Table 7: Detailed Net Flow Significance

5 Conclusion

In this paper a new enterprise classification method by using a non compensatory flow-
based sorting method with limiting profiles has been proposed. The method called Flow-Sort
was used to identify the current level of the enterprise and to classify it into four predefined
levels of innovation: Passive, Reactive, Preactive, and Proactive. The aim of the method, besides
classifying the enterprise into a profile, is to give new ideas to formulate an improvement strategy
to allow the company to increase its innovation performance. Along this work, we established
many observations, as (a) the importance of defining a precise framework that allow us to evaluate
all the characteristics and concepts in a precise and structured form, (b) the correct construction
of the tool for gathering data, since this is a key element for obtaining the necessary information
input, (c) the use of a mathematical tool that allows a comparison against an established profile;
the tool is independent of the universe of enterprises to be measured so that it can be applied on
a reduced or a large number of enterprises without changing its effectiveness, (d) the possibility
of establishing the parameters for an innovation improvement strategy for each of the enterprises
individually according to their obtained values and the analysis of significance of each of the
categories and concepts.
As a limitation of the application used in the example above, we have the highly arbitrary
definition of the four reference profiles since we used four homogenous zones for the six categories
when using limiting profiles, as shown in Table 3. More accurate knowledge on a company may
allow different values for the profiles, or better the use of central profiles. The latter may be
continuously refined as the analysis is repeated in the mid and long term. A classification into
new innovation levels can be made by using the proposed method. In such a case, the use of either
central or limiting profiles will exclusively depend on the certainty about the characteristics of
each new level.
Another comment is related to the interpretation of results and the creation of incentive policies
towards better innovation performance levels; these aspects are left to the policy makers at each
company since they cannot be predefined in a standardized way. However, an empirical study
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with a broader universe of companies by using the method here proposed could give a better
answer on the suitability of best practices of this field.
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Abstract: In wireless networks, routing based on packet forwarding does
hardly yield optimum transmission performance in terms of network utiliza-
tion and throughput. As an alternative to routing, network coding has been
introduced in the recent years, where nodes are mixing the data instead of
forwarding. In applications, random linear network coding is the most used
method, due to its decentralized mode, and due to preserving the achievabil-
ity of multicast capacity bounds. In this paper, we study the performance
of network coding used for multicast transmission of messages in a wireless
grid network with an energy constraint. Several energy saving schemes have
been proposed in the literature, but in this study we will focus on duty cycling
scheme, in which nodes are not always in on state. The performance is mea-
sured as the end-to-end delay, i.e. the duration until each node can decode
the message sent by the source, and the CDF of observations is used to make
analysis.
Keywords: network coding, energy efficient, end-to-end delay, duty cycling.

1 Introduction

Energy saving is an important factor in wireless transmissions, especially in autonomous
devices, i.e. battery operated nodes. In applications like battlefield surveillance, environment
and habitat monitoring, sometimes it is hostile, hazardous or impractical to replace or recharge
the batteries. The performance of wireless network applications highly depends on the lifetime
of the network. For practical applications we expect the lifetime to be from several months to
several years, so energy saving is crucial in designing the network.

Energy consumption in a network node can be due to useful sources (transmitting, receiving
or processing data) or wasteful sources (channel idle listening, retransmissions due to packet
collisions, overhearing, control packets used for errors control). The critical issue is to minimize
the energy consumption of network nodes while meeting the application requirements.

This paper is organized as follows. In Section II we explain how network coding is applied for
wireless networks, marking some advantages of using it. In Section III we describe the scenario of
a general multicast transmission in a wireless network. In Section IV we present the problem of
energy consumption optimization using duty cycling. Finally, in Section V we present simulation
results.

2 Network Coding and Wireless Networks

Network coding is a recent field of Information Theory that breaks the classical assumption
about the routing in the networks. Instead of simply forwarding the packets, the intermediate
nodes recombine several input packets into one or several output packets. In [1], Ahlswede et

Copyright c⃝ 2006-2010 by CCC Publications
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al. showed that network coding achieves the multicast capacity, which is defined as a maximum
data rate which is achieved for a multicast transmission. In [2], it is shown that the maximum
multicast capacity can be achieved by using linear encoding functions at each node, which implies
to solve linear equations at the receiver.

In Figure 1 we show a simple example of using network coding to reduce the number of
transmissions used to exchange two bits b1 and b2, the operation applied being XOR. With
network coding, the first node can recover the bit b2 from the received bit b1+b2 and the known
bit b1. Similarly, b1 can be recovered at the second node. Network coding can reduces the traffic
without increasing delay and so it can save energy by reducing the amount of transmitted data.

Figure 1: An example of decreasing the transmission time using network coding

Let suppose for a network that source node s emits K information packets x1,x2, ...,xK, each
of length L symbols from a finite field GF(q) to N receivers t1, t2, ..., tN. For linear network
coding, each node combines a number of received packets into one or several output packets:

y =

K∑
i=1

αixi (2.1)

where the summation is applied for every symbol position. For random linear network coding,
the coefficients αi of the linear combination are generates in a random manner, which assures
with high probability a linear independence of the output packets from a node for a sufficiently
large size q = 2m of the finite field GF(q), as it was proved in [3]. The encoding coefficients
forms the encoding vector α = (α1, α2, ..., αK), which belongs to a K-dimensional vector space
over GF(q). All encoding vectors associated with the output edges of all intermediate nodes
from s to a specific node t forms the encoding matrix.

When we refer to a network code we must specify the all encoding vectors which should be
used for the encoding process, for all edges of the network. The encoding coefficients are send
to the destination in the packet header, so the destination nodes can decode the packet without
knowing the network topology or the encoding rules, even if the nodes are added or removed in
an ad-hoc manner.

Assume a node t has received M coded packets y1,y2, ...,yM and the encoding vectors
α1, α2, ..., αM. To decode the packets, it need to solve a linear system with M equations and K

unknowns xi, derived from (2.1). To solve this system, the node wait until he receives at least
M ≥ K linearly independent packets, equivalently with M linearly independent encoding vectors.



Network Coded Transmission in a Wireless Grid Network with an Energy Constraint 931

This condition is assured using buffers for each input of the node. The buffer stores only the
innovative packets (packets which are not a linear combination of the already stored packets in
the buffer). Non-innovative packets are discarded by Gaussian elimination because they do not
provide any new information to the node.

Some advantages of using network coding in wireless networks are throughput and capacity
improvements [1], bandwidth and energy savings [4], robustness to noise [5], reduced traffic.

3 A Scenario of General Multicast

We introduce a grid wireless mesh network, which is a generalization of a local network (e.g.
office), or a special purpose network deployed over a rectangular area for monitoring or as point
of presence (e.g. information panels). The type of communication is one to many, as we consider
one original source (e.g. a gateway to another network, a controller, etc.), that sends messages
to all the other points, called nodes. This is called general multicast, as one message is sent to
a number of participants (e.g. all participants), but because not all nodes are in the radio range
of the source, the message is relayed node by node.

Transmission over radio is simplified, considering only one channel, and without collisions.
The radio signal is affected by distance attenuation and a simple exponentially distributed noise
floor. The network stack is reduced to simple MAC/IP layers, with the purpose of taking into
consideration only MAC latency and for identifying nodes by addresses.

The position of the source is at one corner of the rectangle (see Figure 2), as it simulates a
gateway or a controller. At the same time, the position was chosen as it provides the worst case
scenario, where the source has the lowest number of neighbors possible in the given situation.

Figure 2: General multicast relay in a wireless grid network, with source in corner position. The
radio range of the source is not large enough for broadcast

The message unit is considered 1 byte. The entire transmission is an M byte message gen-
erated by the source. In normal networks, this would take M consecutive transmissions from
the source, and some additional ones when there is no acknowledge received. Our model uses
random network coding to disseminate information, so that the source emits linear combination
of all the message bytes at each transmission. A number of K = 32 random coefficients from
GF(256) is used for messages with M < K. The original message is padded with zeros and each
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byte is multiplied the corresponding coefficient ki and summed (i.e. XOR-ed). The result is
one mixed byte and a list of coefficients that are used for decoding at the receiving nodes. For
bandwidth saving, coefficients can be chosen from lower Galois fields, e.g. GF(2), reducing the
size of the coefficient list. However, using lower Galois fields increases the probability that two
packets will be linear dependent, and will not contribute to the decoding process.

Each receiving node accumulates linear independent packets (novel packets), based on analy-
sis of the coefficient list included in each packet. When it has received at least K such packets, it
decodes the message using matrix inversion. A node that receives a novel packet will re-encode
and send it using a linear combination of all its received packets. If a node receives a packet that
is linear dependent to its received packets, it will discard it, without forwarding it.

When a node decodes the entire message, it becomes a source, generating packets with its
own generated random coefficients. Generating acknowledge messages is out the scope of this
paper.

We evaluate transmission performance using the end-to-end delay (ETED) metric, calculated
as the time since the source emitted the first packet until a specific node received and decoded
the entire message. The overall end-to-end delay (OETED) is the maximum end-to-end delay,
i.e. calculated at the last node that received and decoded the message. The minimum end-
to-end delay is the time until the first successful transmission (i.e. first node that decodes
the full message). The average end-to-end delay is the arithmetic average of all the successful
transmission times.

4 Energy Consumption Optimization

The two main operations that require optimizations of energy are transmission and reception.
Transmission energy is optimized through radio power adjustment, so that a tradeoff is done
between the range and battery life. In our scenario, all the nodes use the same transmission power.
In non-centralized networks, however, reduction of transmission energy can be achieved also by
reducing the number of redundant sending operations in nodes. In flooding based routing, nodes
tend to forward each packet received, creating a lot of duplicated information inside the network.
Widmer et. al [12] proposed network coding algorithms that reduce the number of transmissions
per each node compared to flooding. In [13], Fragouli et al. studied distributed algorithms to
achieve optimum number of transmissions in grid and random topologies. The results show that
network coding can achieve up to 30% energy reduction compared to probabilistic routing.

The current study focuses on the optimization of reception and decoding, analyzing how
classical energy saving schemes affect performance of network coded transmissions. Idle listening
and overhearing are major sources of energy consumption in a wireless network. While the first
one can be easily optimized, the second one is of great importance to the network coding overall
architecture. Reducing overhearing in a network coded system may reduce its performance.
Our article studies the degradation of performance when implementing different levels of energy
saving. The method is a simplified version of the S-MAC protocol, which use a listen/sleep
cycle. The energy consumption is reduced by switching on and off each node independently,
so that reception is performed only in some discreet time windows. During power on states, a
node is able to receive, decode and retransmit data. During power off states, a node is not able
to receive any packet, so it will be lost. This should not be an issue with our current wireless
network coding scenario, as neighbor nodes can be in different power states, and take advantage
of all the packets.

Denote T , a full power on - power off time interval. We consider an energy duty cycle, the
percentage of power on states. For example, a duty cycle of 25% means that the node is on for
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time T/4, then off for time 3/4T , then again on for T/4, and so on. The power states have random
time offsets, so that to avoid situations when all the nodes are in power off state, see Figure 3.

Figure 3: Transmission from node A to neighbors B and C. Packets that were missed by B in off
state (dotted arrow), are recovered later from neighbor C

5 Simulations and Results

This article studies the effects of energy optimizations on the end-to-end delay in the wireless
grid network, using random network coding.

Based on [11], we developed a wireless network simulator, which uses network coding for
transmission. We chose a fixed number of nodes N = 100, that are arranged on a 10× 10 square
area. The source message is made of packets of length M = 32 bytes, equal to the number of
coefficients, K = 32. The main simulator functional modules are: source, node and scheduler.
The source module is responsible to encode the original message and continuously send differ-
ently encoded packets to the other nodes. The other nodes contain logic for packet decoding
and rank calculation, but also include a packet re-encoder and sender, for relay. The scheduler is
responsible for sequencing the packet transfer in the network. Transmission hops are determined
based on a physical model (as defined in [14], [15]), where instant noise level and attenuation
decide whether a node is in the transmission range or not. For studying energy efficiency algo-
rithms, the scheduler has been enhanced to support on-off node states. The simulator engine is
event based, so that each transmission and reception has a different timestamp. The link rate
is constant for all transmissions, and is simulated as an inter-sending time interval. The time
difference is made more realistic by introducing MAC latency, propagation time and a random
jitter for all other factors that are not explicitly simulated.

The first series of simulations were used to analyze the impact of the distance between nodes
on the end-to-end delay (ETED). We run simulations for distance d = 40 m to d = 179 m. For
d < 40 m the networks is close to a broadcast network, (i.e many more than 50% of the nodes
are in the source radio range), so it is out of the scope of the current paper. At d = 180 m all
the nodes lost connectivity. Each simulation was repeated three times.

Figure 4 shows that for large and medium range coverage, given by d = 80 m and d = 120

m, the nodes completion time increases almost linearly. At very short range, where connectivity
is available only with closest neighbors, the last set of nodes is completed in almost exponential
time.

Due to the geometry of the network grid, Figure 5 shows two flat regions, for both average
and overall ETED.
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Figure 4: End-to-end delay measured for each node in the network, for different values of d

Figure 5: End-to-end delay dependency on different values of d

These are explained by the number of nodes that are available in one range, for a given
d. Choosing an optimum d that would maximize the area covered by the network, would be
the largest value in any of the flat regions, e.g. 80 m, 120 m, 170 m. Now, observing the
ratio between average and overall ETED between different flat regions, we can note that only
the third region (120 - 170m) has a linear node completeness behavior, while the other ones
tend to be logarithmic. In a network where there should not be too many nodes late than the
average, choosing d < 130 m would be the right choice. The ratio between the areas covered
by the network for the three values of d (80, 120, 170), is 0.22:0.5:1. The ratio observed on
average ETED is 0.67:0.82:1 and for overall ETED is 0.54:0.67:1. If average ETED is of interest,
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maximizing the area leads to a value of d = 170 m. If the overall ETED is important, than the
value of d = 120 m is offering half of the maximum area but with a 30% reduction of delivery
time.

In the next stage, for a fixed d = 120 m, we have added to the simulation scenario a power
cycle with a duty of 50%. We performed simulations for different values of the power on-off time
interval, with T in a range from 10 ms to 500 ms. Values lower than 10 ms may not be efficient
due to electrical / logical reasons in the device, i.e. network processing chip switching on-off too
fast. Values above 500 ms are of no interest to the current study, as it reduces the number of
switches per experiment to less than 10.

In Figure 6, at T = 0 are drawn the results when there is no power cycle, for reference. As,
expected results show better behavior at lower T values, as the nodes have a quicker opportunity
to recover lost packets from their neighbors.

Figure 6: End-to-end delay dependency on different values of T

In the next experiment, we studied the effect of different duty cycles, ranging from 10% to
90%. We observed the behavior of the network for three values of T = [0.010, 0.100, 0.500] s.
Sometimes, the energy advantage comes from using a duty cycle lower than 50% (i.e. less than
half of the energy used).

Figures 7 and 8 show that it is possible to preserve low values of ETED even at a duty cycle
of 30%. However, for T > 0.100 s, the optimal duty cycle is close to 60%.

We performed another set of measurements with fixed T = 0.100 s, for different duty cycles,
and for different values of distance d = [80, 120, 170] m.

Figures 9 and 10 show that the 80 m and 120 m networks are more sensitive to values lower
than 30%, while the 170m network has a higher threshold of 70%.

With network coding, the fact that there are only a few nodes connected to each other,
does not allow improvement of energy savings. As soon as the number of connections per node
doubles, the energy consumption can be optimized up to 30%.
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Figure 7: Average end-to-end delay dependency on different values of the duty cycle, for T =
[0.010, 0.100, 0.500] s

Figure 8: Overall end-to-end delay dependency on different values of the duty cycle, for T =
[0.010, 0.100, 0.500] s

6 Conclusions

This article presents methods for saving energy in a wireless network, in the case of general
multicast transmission. The routing of packets inside the network is not store and forward, but
mix and forward, namely network coding. We observed the end-to-end delay inside a wireless
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Figure 9: Average end-to-end delay dependency on different values of the duty cycle, for d = [80,
120, 170] m

Figure 10: Overall end-to-end delay dependency on different values of the duty cycle, for d =
[80, 120, 170] m

grid network that uses network coding, for different area sizes (i.e. different node density) and
for various reception windows for energy saving. A good tradeoff between area and end-to-
end delay is to choose half of the maximal area, while obtaining at least 30% improvement in
speed. Simulations show that energy consumption can be reduced to between 30% and 50%,
depending on the duration of the full power on - power off cycle. For sparse networks, the energy
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consumption can be reduced up to 70%.
Further study may reveal important results for other network topologies, other type of trans-

missions (e.g. unicast), other energy saving schemes or other realistic features (variable range,
transmission power, interference, multiple radio channels, etc).
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Abstract: During the last decades, different types of decompositions have
been processed in the field of graph theory. In various problems, for example
in the construction of recognition algorithms, frequently appears the so-called
weakly decomposition of graphs.
Polar graphs are a natural extension of some classes of graphs like bipartite
graphs, split graphs and complements of bipartite graphs. Recognizing a po-
lar graph is known to be NP-complete. For this class of graphs, polynomial
algorithms for the maximum stable set problem are unknown and algorithms
for the dominating set problem are also NP-complete.
In this paper we characterize the polar graphs using the weakly decomposition,
give a polynomial time algorithm for recognizing graphs that are both trivially
perfect and polar, and directly calculate the domination number. For the
stability number and clique number, we give polynomial time algorithms.
Keywords: Polar graphs, trivial perfect graphs, weakly decomposition, recog-
nition algorithms, optimization algorithms.

1 Introduction

Polar graphs are a natural extension of some classes of graphs like bipartite graphs, split
graphs and complements of bipartite graphs.

According to ( [3]), a graph G = (V, E) is called polar if the set V of its vertices can be
partitioned into (S,Q) (S or Q possibly empty) such that S induces a complete multipartite
graph (that is a join of stable sets) and Q is a disjoint union of cliques. In ( [3]) has been proved
that the problem of recognizing an arbitrary graph to be polar is NP-complete.

Recently some important result concerning polar graphs have been proven. Hereby, in (
[9]) the authors give a characterization through forbidden subgraphs of polar cographs and a
polynomial algorithm that finds the largest induced subgraph in a cograph. In ( [8]) is presented
a polynomial algorithm to recognize the polar property for triangulated graphs. In ( [7]), a
polynomial algorithm for the recognition of graphs that are both polar and permutation is given.
In ( [16]) they assert that polynomial algorithms for independent set are unknown and algorithms
for domination number are NP-complete for split graphs (see ( [2] and [4]).

Both problems to find independent maximal set of maximum and minimum weight are NP-
hard, in general. In ( [12]) are given polynomial time algorithms that solve the problems formu-
lated above for classes of polar graphs.

2 Definition and notation

Throughout this paper, G = (V, E) is a connected, finite and undirected graph, without loops
and multiple edges ( [1]), having V = V(G) as the vertex set and E = E(G) as the set of edges. G
is the complement of G. If U ⊆ V , by G(U) or [U]G we denote the subgraph of G induced by U.
By G− X we mean the subgraph G(V − X), whenever X ⊆ V , but we simply write G − v, when
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X = {v}. If e = xy is an edge of a graph G, then x and y are adjacent, while x and e are incident,
as are y and e. If xy ∈ E, we also use x ∼ y, and x ̸∼ y whenever x, y are not adjacent in G. A
vertex z ∈ V distinguishes the non-adjacent vertices x, y ∈ V if zx ∈ E and zy ̸∈ E. If A,B ⊂ V

are disjoint and ab ∈ E for every a ∈ A and b ∈ B, we say that A,B are totally adjacent and we
denote by A ∼ B, while by A ̸∼ B we mean that no edge of G joins some vertex of A to a vertex
from B and, in this case, we say that A and B are non-adjacent.

The neighbourhood of the vertex v ∈ V is the set NG(v) = {u ∈ V : uv ∈ E}, while NG[v] =
NG(v) ∪ {v}; we simply write N(v) and N[v], when G appears clearly from the context. The
neighbourhood of the vertex v in the complement of G will be denoted by N(v).

If D ⊂ V and every vertex from V −D has at least one neighbour in D, then D is called a
dominating set of G. The minimum size of a dominating set is the domination number ν(G).

A complete graph is a graph in which every vertex is adjacent to every other.
The neighbourhood of S ⊂ V is the set N(S) = ∪v∈SN(v) − S and N[S] = S ∪N(S). A clique

is a subset Q of V with the property that G(Q) is complete. The clique number of G, denoted
by ω(G), is the size of the maximum clique.

An independent set or stable set is a set of vertices of which no pair is adjacent. The
independence number α(G) of a graph G is the size of a largest independent set of G.

By Pn, Cn, Kn we mean a chordless path on n ≥ 3 vertices, a chordless cycle on n ≥ 3

vertices, and a complete graph on n ≥ 1 vertices, respectively.
The distance dG(u, v) between two (not necessary distinct) vertices u and v in a graph G

is the length of a shortest path between them.
A graph is called triangulated if it does not contain chordless cycles having the length

greater or equal to four.
A graph is called cograph if it does not contain P4.
A graph is a split graph if the vertex set can be partitioned into a clique and a stable set.
A graph G is trivially perfect ( [10]) if for each induced subgraph H of G, the number of

maximal cliques of H is equal to the maximum size of an independent set of H.
Let n ≥ 1 and π be a permutation over {1, ..., n}. We will denote π equivalently as a

permutation sequence (π(1), ..., π(n)). The inversion graph of π has vertex set {1, ..., n} and
two vertices u, v are adjacent if (u− v)(π−1(u)−π−1(v)) < 0. A graph is a permutation graph
if it is isomorphic to the inversion graph of a permutation sequence.

Let F denote a family of graphs. A graph G is called F-free if none of its subgraphs is in F.
The Zykov sum of the graphs G1, G2 is the graph G = G1 +G2 having:

V(G) = V(G1) ∪ V(G2),
E(G) = E(G1) ∪ E(G2) ∪ {uv : u ∈ V(G1), v ∈ V(G2)}.

When searching for recognition algorithms, frequently appears a type of partition for the set
of vertices in three classes A,B,C, which we call a weakly decomposition, such that: A induces a
connected subgraph, C is totally adjacent to B, while C and A are totally nonadjacent.

The structure of the paper is the following. In Section 3 we recall the notion of weakly
decomposition. In Section 4 we present a new characterization of polar, trivially perfect graphs.
In Section 5 we give a recognition algorithm for this class of graphs. In Section 6 we give
combinatorial optimization algorithms for polar, trivially perfect graphs. In the last section we
have our concluding remarks.

3 Preliminary results

At first, we recall the notions of weakly component and weakly decomposition.
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Definition 1. ( [6], [13], [14]) A set A ⊂ V(G) is called a weakly set of the graph G if
NG(A) ̸= V(G) − A and G(A) is connected. If A is a weakly set, maximal with respect to set
inclusion, then G(A) is called a weakly component. For simplicity, the weakly component G(A)
will be denoted with A.

Definition 2. ( [6], [13], [14]) Let G = (V, E) be a connected and non-complete graph. If A

is a weakly set, then the partition {A,N(A), V − A ∪N(A)} is called a weakly decomposition of
G with respect to A.

Below we remind a characterization of the weakly decomposition of a graph.
The name of "weakly component" is justified by the following result.
Theorem 1. ( [5], [13], [14]) Every connected and non-complete graph G = (V, E) admits a

weakly component A such that G(V −A) = G(N(A)) +G(N(A)).
Theorem 2. ( [13], [14]) Let G = (V, E) be a connected and non-complete graph and A ⊂ V.

Then A is a weakly component of G if and only if G(A) is connected and N(A) ∼ N(A).
The next result, that follows from Theorem 1, ensures the existence of a weakly decomposition

in a connected and non-complete graph.
Corollary 1. If G = (V, E) is a connected and non-complete graph, then V admits a weakly

decomposition (A,B,C), such that G(A) is a weakly component and G(V −A) = G(B) +G(C).
Theorem 2 provides an O(n +m) algorithm for building a weakly decomposition for a non-

complete and connected graph.
Algorithm for the weakly decomposition of a graph ( [13])

Input: A connected graph with at least two nonadjacent vertices, G = (V, E).
Output: A partition V = (A,N, R) such that G(A) is connected, N = N(A), A ̸∼ R = N(A).

begin

A := any set of vertices such that
A ∪N(A) ̸= V

N := N(A)
R := V −A ∪N(A)
while (∃n ∈ N, ∃r ∈ R such that nr ̸∈ E ) do

begin

A := A ∪ {n}

N := (N− {n}) ∪ (N(n) ∩ R)
R := R− (N(n) ∩ R)

end

end

Corollary 2. For G = (V, E) a connected non-complete graph, and (A,N, R) a weakly de-
composition with G(A) the weakly component the following relation holds:

α(G) = max{α(G(A)) + α(G(R)), α(G(A ∪N))} .
In ( [13]) some applications of weakly decomposition have been depicted. Let G = (V, E) be
connected, non-complete graph and (A,N, R) a weakly decomposition, with A the weakly com-
ponent.The following hold:
a) G is P4 − free if and only if A ∼ N ∼ R and G(A), G(N) and G(R) are P4 − free;
b) G is triangulated if and only if N is a clique and R and G− R are triangulated.
Each of the results above lead to recognition algorithms for the specified graphs.
c) If G is triangulated then α(G) = α(G(A)) + α(G(R)) and this leads to the algorithm that
determines α(G).
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4 Characterization of polar, trivially perfect graphs

In this section, using the weakly decomposition, we present a recognition algorithm for the
polar trivially perfect graphs. At first we remind a characterization in terms of forbidden sub-
graphs of polar cographs and two characterization of trivially perfect graphs.

Theorem 3. ( [9]) For a cograph G, the following statements are equivalent:
a) G is polar;
b) Neither G nor G contains any one of the graphs H1, H2, H3, H4 as induced subgraphs, where
Hi = Gi ∪ Fi (1 ≤ i ≤ 4), and every Gi is a P3 and Fi, described as sequences of degrees, are:
F1 : (4, 3, 3, 3, 3); F2 : (5, 3, 2, 2, 2, 2); F3 : (4, 4, 3, 3, 3, 3); F4 : (5, 5, 3, 3, 3, 3).

Theorem 4. ( [15]) If G is a connected, non-complete graph and (A,N, R) is a weakly
decomposition with G(A) the weakly component, then G is trivially perfect if and only if:
i) A ∼ N ∼ R;
ii) N is clique;
iii) G(A), G(R) are trivially perfect if and only if it contains no vertex subset that induces P4 or
C4.

Theorem 5. ( [12]) A graph is trivially perfect if and only if it contains no vertex subset
that induces P4 or C4.

Theorem 6. Let G = (V, E) be a connected, non-complete graph and (A,N, R) a weakly
decomposition with G(A) the weakly component. Let also G and G be trivially perfect graphs. G

is polar if and only if G(A) and G(R) are polar graphs.
Proof. If G is a polar graph then G(A) and G(R) are polar graphs, as every induced subgraphs

of a polar graph is also polar. Conversely, suppose that G(A) and G(R) are polar graphs. We
show that G is a polar graph. Because G is trivially perfect it follows that A ∼ N ∼ R and N is
a clique. Suppose that X ⊂ V still exists such that G(X) is isomorphic to one of the following
four graphs: H1, H2, H3, H4, where Hi = Gi ∪ Fi (1 ≤ i ≤ 4), and every Gi is a P3 and every Fi,
described as a sequence of degrees, is: F1 : (4, 3, 3, 3, 3); F2 : (5, 3, 2, 2, 2, 2); F3 : (4, 4, 3, 3, 3, 3);
F4 : (5, 5, 3, 3, 3, 3). Because G is trivially perfect it follows that G is {P4, C4}-free. If x is the
vertex of degree 4 in F1, z and t are the vertices of degree 4 in F3, u and v are the vertices of
degree 5 in F4 then F1 − {x} is isomorphic to C4, F3 − {z, t} is isomorphic to C4, F4 − {u, v} is
isomorphic to C4, which is a contradiction. We know that the complement of a polar graph is a
polar graph and that G is C4-free, because it is trivially perfect. If y is the vertex of degree 5 in
F2 and a is one of the vertices of degree 2 adjacent to the vertex of degree 3 in F2 then F2− {a, y}

is isomorphic to C4, which is a contradiction.

5 Recognition of polar trivially perfect graphs

Theorem 6 leads to the following recognition algorithm.
Input: G = (V, E) a connected graph satisfying the conditions in Theorem 6
Output: An answer to the question: Is G a Polar graph ?
begin

L = {G} // L is a list of graphs
while (L ̸= ∅)

begin
extract an element H from L

find a weakly decomposition (A,N, R) for H

if (A ̸∼ N ̸∼ R) then G is not trivially perfect
else introduce in L the connected, non-complete components of

G(A), G(R)



On Polar, Trivially Perfect Graphs 943

end
Return: G is Polar

end

In what follows, we give some remarks on the algorithm.
Because the operation inside the body of while loop that takes the longest execution time is
the weakly decomposition (namely O(n + m)) it follows that the total execution time of the
algorithm is O(n(n+m)).

6 Combinatorial optimization algorithms for polar, trivially per-
fect graphs

In this section we calculate the domination number, give O(n(n+m)) algorithms to calculate
the stability number and clique number.

Theorem 6 leads to the following result.
Corollary 3. Let G = (V, E) be a connected, non-complete graph and (A,N, R) a weakly

decomposition with G(A) the weakly component. If G is trivially perfect and also polar then the
following hold:
i) α(G) = α(G(A)) + α(G(R));
ii) ω(G) = |N|+max{ω(G(A)),ω(G(R))};
iii) ν(G) = 1.

Proof. Let T ⊂ A∪N such that T is stable and |T | = α(G(A∪N)). Because N is a clique it
follows that |T ∩N| ≤ 1. If T ∩N = ∅ then T ∪ {r} is a stable set in G(A∪R), and if T ∩N = {n0}

then (T − {n0}) ∪ {r} is a stable set in A ∪ R, for every r ∈ R. It follows that in the relation in
Corollary 2, the maximum is obtained only for the first component. So i) holds.
Because A ∼ N ∼ R and N is a clique it follows that ω(G) = ω(G(N))+max{ω(G(A)),ω(G(R))},
but ω(G(N)) = |N|. So ii) holds.
Because A ∼ N ∼ R and N is a clique it follows that a domination set of minimum cardinal is a
set determined by any vertex in N. So iii) holds.

Corollary 3 implies an algorithm for the construction of a stable set of maximum cardinal
and of a clique of maximum cardinal in a trivially perfect, polar graph.

Input: G = (V, E) a connected graph satisfying conditions in Corollary 3
Output: A stable set S with |S| = α(G) and a clique Q with |Q| = ω(G)
begin

S = ∅, Q = N

L = {G} // L is a list of graphs
while (L ̸= ∅)

begin
extract an element H from L

if (H is complete) then

Return:
S = S ∪ {v}, ∀v ∈ V(H)
Q = Q ∪N

else
Determine a weakly decomposition (A,N, R) for H

Put [A]H and the connected component of [R]H in L

end
end
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Facility location analysis deals with the problem of finding optimal locations for one or more
facilities in a given environment ( [11]). A type of problems in facility location analysis concerns
the determination of a location that minimizes the maximum distance to any other location in
the network.

The following centrality indices are defined in ( [11]):
the eccentricity of a vertex u is eG(u) = max{d(u, v)|v ∈ V};
the radius is r(G) = min{eG(u)|u ∈ V};
the center of a graph G is C(G) = {u ∈ V |eG(u) = r(G)}.

Using Theorem 6 we obtain the following result.
Corollary 4. Let G = (V, E) be a connected, non-complete graph and (A,N, R) a weakly

decomposition with G(A) the weakly component. If G is both trivially perfect and polar the
following hold:
(i) eG(u) = 2 for u ∈ A ∪ R; (ii) eG(u) = 1 for u ∈ N; (iii) r(G) = 1; (iv) C(G) = N.

7 Conclusions and future work

Using the weakly decomposition we have obtained polynomial time recognition algorithms
for polar graphs and directly calculated the domination number, while for the stability number
and for density we give polynomial algorithms.

Future work concerns on other classes of graphs, characterized by forbidden subgraphs.
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Abstract: This paper details the results of our work in the field of multi-agent
ontology-based environment simulation. We analyze the impact of introducing
some techniques for the alignment / translation / mapping of agent ontolo-
gies, which allows for collaborative understanding of distributed ontologies. In
the end, we analyze the difficulties / gaps that are to be filled for an actual
deployment of the technology / concept in a real life environment.
Keywords: ontology, semantic interoperability, agents.

1 Introduction

The ability to communicate depends on understanding the syntax and the semantics of a
language. We used an ontology model to facilitate semantic interoperability in a simulated
multi-agent environment. Current studies relieve the fact that using ontologies associated with
the agents allows for building semantic-aware distributed multi-agent systems. An ontology is a
formal specification for shared understanding of a domain of interest and offers the possibility of
building a formal and machine manipulable model of a domain of interest. Ontologies describe
entities and relations between them, classes of objects and their attributes, and are comple-
mented by logical rules that constrain the meaning assigned to the terms. These constraints are
represented by inference rules that can be used by agents to perform the reasoning on which
the autonomy and proactiveness of the agents are based. Thus semantic interoperability facil-
itates the increase of the autonomy of agents. The reasoning process of agents in multi-agent
ontology-based environments is mainly focused on the alignment of their own ontologies with
ontologies exposed by other agents. Having considered the multi-agent environment as heteroge-
neous, we analyse the introduction of guidelines for ontology development and evolution which
should facilitate ontology reuse that may underpin a usage model for ontologies.

2 Multi-agent environment

The multi-agent environment we propose is part of an e-commerce scenario where a user’s
agent AGU is activated to find, request and gather offers for a specific product from a series of
suppliers’ agents AGS1, ..., AGSn. In our implementation, the suppliers’ agents (AGS agents)
are published in the FIPA compliant Directory Facilitator (DF) of the JADE platform. FIPA is
an IEEE Computer Society standards organization that promotes agent-based technology and
the interoperability of its standards with other technologies. JADE is a software framework to
develop agent applications in compliance with the FIPA specifications for interoperable intelligent
multi-agent systems. We propose the implementation of a Mediator Agent (AGM) to make the
interactions with the DF and to handle the negotiation process between agents.

The AGS agents (suppliers’ agents) use their own ontologies. Suppliers can adhere to central-
ized/standardized/publicly available ontologies, can extend such ontologies based on their needs,
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but can also build their own ontologies from scratch. Facing this heterogeneity of ontologies
used by the AGS agents, the AGU agent has to achieve semantic interoperability to negotiate
with each AGS agent. FIPA recommends using an external Ontology Agent (AGO) for handling
the interoperability problems in heterogeneous multi-agent environments [9]. This agent handles
the tasks of matching ontologies and translating the values of some attributes (translate notions
based on their specified language, convert currencies, convert units of measure).

Figure 1 illustrates the architecture of the proposed system:
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Figure 1: Ontology-based multi-agent environment

3 Ontologies

The semantical description of an entity offers a better understanding of the entity and puts
the entity in a context. The idea is not necessarily to achieve the level of understanding and
association to other entities that a human subject would have for that entity, but to improve the
understanding of a software regarding that entity only to satisfy specific goals. The main het-
erogeneity problem in our simulated environment is that the agents will typically use different
ontologies. Ontology-based interoperation provides a solution in environments with heteroge-
neous semantics. Ontologies can capture both the structure and semantics of information envi-
ronments [7]. An ontology-based search agent like AGU can handle both simple keyword-based
queries as well as complex queries on structured data. Figure 2 contains some sample ontologies
exposed by 2 book suppliers’ agents [1].
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Figure 2: Sample ontologies [1]

The ontologies can be designed in any ontology editor, like the Protégé software [6] (Figure
3). A large variety of formal languages exists for describing the ontologies (e.g. OWL [2] [8]). 

 

Figure 3: Ontology editing in Protégé 2000

4 Implementation

The test simulation can be implemented using the JADE environment. The JADE environ-
ment has direct support for ontologies only if they are represented as Java classes. These classes
can be written by hand of generated using the BeanGenerator plug-in of the Protégé software.
Although the Java classes can be generated automatically, this approach has the disadvantage
that it is very rigid when conceptual changes are necessary. Under this approach, modifications
of the ontology in Protégé have to be followed by the regeneration of the java classes using the
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BeanGenerator tool, the re-integration in the main project and the recompiling. Any modifi-
cation in an ontology represented using Java classes may also require modifications in the Java
code of the agent. A solution to simplify this process is to access the Jena framework for writing
ontology-based applications. This framework allows keeping the ontologies in the OWL format
generated by Protégé, eliminating any further need to transform the ontology in another format.
The parser of this framework has direct access to the OWL files and provides access to the classes
of the ontology using Java language. Using this framework, the agent can access the instances
of the classes, retrieve the value of attributes, determine subclasses etc.

5 Negotiation

The negotiation is implemented using the FIPA Contract Net Interaction Protocol [10]. The
workflow for this protocol is represented in Figure 4. 

 

Figure 4: The workflow of thhe FIPA Contract Net Interaction Protocol

The semantic analysis of the ontologies takes place between the call for proposals (represented
as "cfp") and the receival of the refusals/proposals from the suppliers’ agents. The semantic
analysis is performed by the dedicated agent AGO . The suppliers’ agents AGS1...AGSn (noted:
AGS) receive the CFP. If the concept/item is understood by AGS, it starts to evaluate de
conditions/constraints contained in the CFP. If the conditions match, AGS returns a proposal
to the AGU agent, otherwise it returns a REJECT-PROPOSAL message. The messages may be
sent using predicates defined in a separate common / generalized / standard centralized ontology
(OntReqSTD) specific to the process of requesting offers of products . Agents AGU and AGS
could adhere to this ontology and AGS could then respond with a more descriptive message
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like "AvailableOnlyWithPreOrder", "StockEmpty" rather than responding with a simple yes/no
message. The types of ontologies proposed for our model are represented in Figure 5.
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Figure 5: The role of the AGO (Ontology Agent)

Ontology matching analysis starts if the AGS does not "understand" the concepts/attributes
inside the CFP. In this case, the AGS agents call the AGO agent. The AGO agent requests
contact details to AGS to contact the AGU agent. Then AGO queries the AGU agent about
its exposed ontology. AGO starts a matching process to obtain an alignment between the AGU
request (cfp), AGU ontology (OntU) and AGS ontology. If the matching succeeds (with a high
confidence mark), AGO reformulates the CFP to the AGS and the AGS may start the simple
quantitative evaluation and send an answer to AGU accordingly to the result. AGO may also
play the role of converting units of measure, currencies, translating notions between languages
etc.) and use the values to reformulate the CFP.

6 Ontology mapping

The same concept/product may be described using different attributes, structures and rela-
tions, conducting to distinct ontologies. Even so, taking into consideration that the concept is
part of a specific domain, there exists a set of common characteristics that should be manda-
tory when representing a specific product, like "width", "height", "material", etc. Thus lexical
measures can be used to compare attributes and relations between concepts. Some of the lexical
measures that can be applied to achieve ontology-matching are n-gram similarity, Hamming dis-
tance, Levenshtein distance, Jaro measure, Jaro-Winkler measure and the token-based distances
like Cosine similarity, Term frequency-Inverse document frequency (TFIDF) described in [1].
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The AGO agent can also make use of the language-based methods by calling external resources
like Lexicons and Thesauri. WordNet [3] is such an electronic lexical database for English, based
on the notion of synsets or sets of synonyms. A synset denotes a concept or a sense of a group
of terms. WordNet also provides an hypernym (superconcept/subconcept) structure as well as
other relations such as meronym (part of relations). It also provides textual descriptions of the
concepts (gloss) containing definitions and examples. There are lots of techniques available for
analyzing similarities using WordNet [4] [5].

In addition to comparing their names or identifiers, the structure of entities that can be
found in ontologies can be compared. This comparison can be subdivided into a comparison of
the internal structure of an entity, i.e., besides its name and annotations, its properties or, in the
case of OWL ontologies, the properties which take their values in a datatype, or the comparison
of the entity with other entities to which it is related.

Using these well-known techniques, the AGO agent can run a detailed analysis on the match-
ing of the OntU and OntS ontologies. If an alignment is achieved, the AGO agent can reformulate
the CFP (call for proposals) to match the OntS ontologies of the AGS agents.

7 Conclusions and the future of semantic interoperability

In this paper, we proposed a feasible implementation of a multi-agent environment which
makes use of ontologies and ontology mapping to achieve semantic interoperability. The ontology-
based multi-agent environments and semantic-enabled communications are, in the present (2009-
2010), under theoretical study only. There are numerous attempts to bring this technology to
public use e.g. building public libraries of ontologies, but this field still resides only in the
boundaries of the scientifical community. To bring it to public use, tools should emerge, that
would facilitate the semantic annotation and semantic description of entities, by any internet user,
in various environments like web services, web pages, distributed software, reusable components
etc. These tools should be easy to use by any internet user. They should incorporate automatic
validation based on the recommendations and restrictions of the ontology engineering discipline.
Only then, when the advantages of these technologies will overcome the difficulties of defining
and maintaining the ontologies, will semantic-enabled communications be a part of common
software and human activities.
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Abstract: Using the QSPS (Quality System for the production software) for
industrial projects and not only therefore, has led to accurate running of the
production line from beginning of the SOP (Start of Production). This paper
presents the application way of the QSPS at one of the strongest European
automotive company. By using of this system several significant costs savings
and quality improvement can be observed.
The content of this paper will show step by step how to use QSPS for the
integration of a production line in the traceability system from a big company
in automotive industry.
The production line involved contains 56 production equipments, which have
to be passed trough by the product before being packet and deliver to the
customer.
The control of the line is done by this traceability system, so the impact of
this system with the quality of the product is very high.
The structure of this system contains 7 steps. All of these steps are followed
and executed in each System (test, pilot and production environment).
Keywords: quality improvement, control, savings, efficiency, capability.

1 Introduction

The traceability software for the production lines becomes more and more important and is
a very significant process while running complex production lines with a high difficulty degree.
The entire customer claims issues, statistics, the control of the process, CPK (process capability
index) studies, FPY (First Pass Yield) and PPM (defective Parts Per Million) reports are done
very simple, based on a strong traceability system.

Therefore a lot of techniques for implementing the traceability software were tested and
checked, some of them successful and some less successful depending on the kind of the project.
The paper below describes the practical usage of the QSPS system in real situation for the
implementation of the traceability software of a complex line which contains 56 stations. The
QSPS system, should improve the quality of work, cost and time saving at one side, but on the
other side the system should be very simple and easy to be used in order to simplify the work
activities and not to make it more complicated.

Copyright c⃝ 2006-2010 by CCC Publications
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Also the system should cover and prevent all the risk which can appear in all 3 QSPS Phases
(test, pilot and production) because of non conformity of improper software.

Figure 1: QSPS Framework

The next chapters describe step by step the implementation strategy of the traceability
software, based on QSPS, of the already specified production line. All of the steps are described
in the test (model) system, which have to be implemented and build up much closed (or even
identical) to the characteristics of the production system. Those steps should be followed in all
of the 3 environments systems of the QSPS (test, pilot and production).

2 Step I: Time and cost evaluation

This phase of the project should help to understand the deepness of the project, the difficulty
level, and cost of the project, to make very clear and transparent the resources needed (time
resources and headcounts) and to define a due date very closed to the reality.

Therefore the project should be split out in work packages, which can be better followed up,
controlled and evaluated. The Table 1 shows how the project was divided in work packages and
subprojects.

Subproject Work packages Difficulty level
Process definition 2
Process description 2
Process review 2
Technical requirements specification 3
Target specification 3
Software implementation concept 3
Programming 3
Documentation of the software 2
Installation and configuration of the 56 modules 2
Testing the 56 Modules 2
Advising and user support 2
Project evaluation(the time for evaluation itself) 2
Internal software release compliance to technical requirements 3

compliance to the software ISO norms 2
calibration and adjustments(bug solving) 3
capability measurements 2
usage work instruction 2
user manual 2
ergonomics and design 2

Customer software release efficiency analyze 3
defects analyze 3
corrective actions 2
analyze after corrective actions 2
customer release reports 2

Validation and verification of the implemented software package lifetime test 3
test procedure for modification issues 2

Continued on next page
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Table 1 – continued from previous page
Subproject Work packages Difficulty level

approval procedure 2
final releases 2

Functional follow up of the software during production software audit 2
statistical rate of the occurred errors 2

Customer claims Problem recording 1
Analyze and solving procedure 2
Analyze report 1

Table 1 - Project segmentation

With this information the time evaluation can be done more accurate using the PERT algo-
rithm. The results of the time evaluation can be observed in Figure 2.

Resource, time and costs evaluation

Project Name

Version Date

Employees Rep. VO VN VP VA Total Deviation

Process definition 1,0 30 30 32 30,3 30,3 0,1 2 2821

Process description 1,0 16 20 20 19,3 19,3 0,4 2 1798

Process review 1,0 8 10 10 9,7 9,7 0,1 2 899

Technical requirements specification 1,0 80 90 90 88,3 88,3 2,8 3 14486,66667

Target specification 1,0 40 50 50 48,3 48,3 2,8 3 7926,666667

Software implementation concept 1,0 80 85 85 84,2 84,2 0,7 3 13803,33333

Programming 1,0 160 160 170 161,7 161,7 2,8 3 26513,33333

Documentation of the software 1,0 40 50 50 48,3 48,3 2,8 2 4495

Installation and configuration of the 56 modules 1,0 40 50 50 48,3 48,3 2,8 2 4495

Testing the 56 Modules 1,0 40 50 50 48,3 48,3 2,8 2 4495

Advising and user support 1,0 8 10 10 9,7 9,7 0,1 2 899

Project evaluation(the time for evaluation itself) 1,0 4 5 5 4,8 4,8 0,0 2 449,5

Internal software release 1,0 0,0 0,0 0,0 0

compliance to technical requirements 1,0 40 50 50 48,3 48,3 2,8 3 7926,666667

compliance to the software ISO norms 1,0 8 9 9 8,8 8,8 0,0 2 821,5

calibration and adjustments(bug solving) 1,0 16 18 18 17,7 17,7 0,1 3 2897,333333

capability measurements 1,0 8 10 10 9,7 9,7 0,1 2 899

usage work instruction 1,0 8 8 8 8,0 8,0 0,0 2 744

user manual 1,0 8 8 8 8,0 8,0 0,0 2 744

ergonomics and design 1,0 8 8 8 8,0 8,0 0,0 2 744

Customer software release 1,0 0,0 0,0 0,0 0

efficiency analyze 1,0 4 4 4 4,0 4,0 0,0 3 656

defects analyze 1,0 4 4 4 4,0 4,0 0,0 3 656

corrective actions 1,0 4 4 4 4,0 4,0 0,0 2 372

analyze after corrective actions 1,0 4 4 4 4,0 4,0 0,0 2 372

customer release reports 1,0 2 3 3 2,8 2,8 0,0 2 263,5

Validation and verification of the

 implemented software package

1,0 0,0 0,0 0,0 0

lifetime test 1,0 8 9 9 8,8 8,8 0,0 3 1448,666667

test procedure for modification issues 1,0 4 5 6 5,0 5,0 0,1 2 465

approval procedure 1,0 8 8 8 8,0 8,0 0,0 2 744

final releases 1,0 8 8 8 8,0 8,0 0,0 2 744

Functional follow up of the 

software during production

1,0 0,0 0,0 0,0 0

software audit 1,0 4 5 6 5,0 5,0 0,1 2 465

statistical rate of the occurred errors 1,0 4 6 6 5,7 5,7 0,1 2 527

Customer claims 1,0 0,0 0,0 0,0 0

Problem recording 1,0 0,5 0,5 0,5 0,5 0,5 0,0 1 30

Analyze and solving procedure 1,0 3 3 3 3,0 3,0 0,0 2 279

Analyze report 1,0 0,5 0,5 0,5 0,5 0,5 0,0 1 30

TOTAL
626 705 717 693,8 693,8 21,2 93549

Work Package (WP) Costs

(Euro)

Time[h] Dificulty

Level

Traceability project of production

line

24.11.2009

Number

Figure 2: Project time and cost evaluation

3 Step II: Internal software release

This step is the first evaluation of the software package from quality point of view. At the
same time it is the first control tool used to signalize if the software was done in the right way,
accordingly to the requirements, to the quality norms and not at least to assure the production
of qualitative products. Therefore each of the steps below has to be verified.

3.1 Compliance to customer specification

This check has to be done based on the target specification. Each step from this chapter must
be checked. For help a check table can be used and the characteristics from the target specification
should be proved. For the line in our example following characteristics were verified:
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• Program flow;
• Special cases in real life (like emergency stop, current interruption);
• Fail /pass /scrap situations;
• Handshake protocol between the industrial equipment and traceability software;
• Communication syntax;
• Repair scenarios;
• Limitation of the nr. of repair process;
• Check in/Check out process;
• Process parameter;
• Process results, CPK Measurements;
• Statistics of the process;
• Statistic of the failure;
• Product logistic on the line (process flow);
• Line flow control;
• Back flushing to the main database, in order to administrate material stocks;
• Label scanning;
• Label syntax;
• Packing. Check if the product pass all the processes in the line before being packed;
• Quality alert;
• Alert notification.

3.2 Check the implemented software package for software techniques and
standards

For this point it was used the ISO/IEC 9899, for programming language C. Based on technical
corrigenda 1:2001 the source code was reviewed. Also the next criteria were inspected at the
very early beginning:

• Is the right software?
• The target is reached?
• Interface to the users is clear and unique while using it?
• At least one diagnostic message?
• The programming editor was used correctly? (Tabulator, empty spaces etc.)
• Requirements resulted from coded character set.
• Requirements resulted from binding techniques.
• Comments in the source code.
• Documentation.
• Usage documentation.

3.3 Software calibration and adjustments (bugs solving)

After the two chapters above were effectuated and all of the situations where verified, so all
the bugs could be resolved, bugs which can occurred if the programmer doesn‘t consider a state
from the program logic.

3.4 Capability measurements (using Pareto distribution, CPK, ISO 15504)

This measurement was done even in the test system. Production units can be created virtual
for a good simulation. Knowing the handshake protocol between the traceability system and the
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industrial equipment, a simulation can be done very closed to the reality situation. With these
results the real running of the production can be compared. The upper, respectively the lower
limits are in this case the cycle time of the process admitted by the customer while processing a
production unit. CPK was done as described in Table 2, respectively the Pareto distribution for
the analyses of the software package in case of rejected software, Table 3 respectively Figure
3.

Unit Id Measured time Lower Limit 31 Upper Limit 36
1 33,5 30 36
2 33,2 30 36
3 34,1 30 36
4 33,9 30 36
5 33 30 36
6 34,3 30 36
7 33,2 30 36
8 32,9 30 36
9 33,8 30 36

10 33,6 30 36
11 33,7 30 36
12 33,6 30 36
13 32,9 30 36
14 33,1 30 36
15 33,8 30 36
16 34,3 30 36
17 33,9 30 36
18 33,6 30 36
19 33,2 30 36
20 33,3 30 36
21 32,7 30 36
22 33,5 30 36
23 33,8 30 36
24 34 30 36
25 33,6 30 36
26 33 30 36
27 33,8 30 36
28 32,9 30 36
29 33,4 30 36
30 33,9 30 36

Average 33,51666667
Deviation 0,435560149

CP 1,913245127
CPK 1,90049016

Table 2: CPK Calculation

3.5 Software ergonomic and designs

Therefore we based on the ISO 9241. This ISO Norm is a standard of Ergonomics of Human
System Interaction. Following rules were proved:

• suitability for the task (the software interface should be suitable for the user‘s task and
skill level);

• self-descriptiveness (the interface should make it clear what the user should do next);
• controllability (the user should be able to control the pace and sequence of the interaction);
• conformity with user expectations (it should be consistent);
• error tolerance (the software should be forgiving);
• suitability for individualization (the software should be able to be customized to suit the

user) and
• suitability for learning (the software should support learning).

4 Step III: Customer software release (Run@Rate)

For this step we run the line with 100 production units (in the test system we simulate the
running of the line with virtual units) and observe the behavior of the software, of the users
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Software return reasons
Problem Count Percent of total Cumulative Percent
Not compatible 21 30,67 30,67
Does not perform as expected 18 18 50,33
Missing hardware resources 15 16 54
Not suitable for self learning 11 14 65,4
Missing user manual 10 7 71
Bad user interface 8 5,33 78
Too complicated 7 4 88,9
Bad cycle time 4 3 98,3
Bad Backup of recorded data 3 2 100
TOTAL 97 100 100

Table 3: Pareto analyze

Software return reasons
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Figure 3: Pareto distribution

(operators) while using it in different situation and intentionally we cause extreme situation (like
emergency stop of the equipment, current interruption... etc.) for a better software rating. A
statistic is made for each equipment, inclusively the packing station. This statistic contains the
number of the parts being processed on each station during one hour.

Also a pareto was realized similar to the Figure 3. The following issues were also effectuated:

• Efficiency analyze (how many parts per hour per equipment);
• Defects (bugs) analyze;
• Causes and corrective actions;
• Reevaluation procedure after corrective actions;
• Creating reports (like 8D report).

5 Step IV: Validation and verification of the implemented soft-
ware package

After release and after the customer agreed the implemented software, the final release is made
by the project manager. That means that the software is officially registered as a production
software. At this level the project manager analyze the robustness of the software package by
making some research about the following properties:

• Lifetime (how long the software will run without any modifications or maintenance), ISO
12207
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– Acquisition analyze (how was the software required);
– Supply analyze (how was the software provided);
– How it was develop;
– How is the operating mode;
– How much maintenance is needed.

• Modifications handling (how will be the modification make and tested);
• Documents like PPAP (product part approval process) and PSW (part submission war-

ranty) are made and signed from the project manager.

6 Step V: Functional follow up of the software during the pro-
duction

After the software was accepted and installed in the production line, periodical (every 2
weeks) software audits were made to assure that the software is running in conformity with the
requirements and the production criteria are fulfilled.

In this software audit the main criteria (see chap. 3.1) are checked again.
Statistics are made for the cycle time, and errors occurred, in order to make the difference

between software errors and process error.
The main aim of this step is to find improvements for the software in order to make it more

robust and efficient.

7 Step VI: Customer claims

Customer claim escalation plan is also created like in the Figure 4 in order to obtain the best
reaction time in case of software error which could appear, and disturb the normal running of the
production. This will drive to very small solving and reaction times for eventually downtimes on
the line because of software problems.

8 Conclusions

Using the QSPS system, the downtime of the line (containing the 56 production equipments)
because of production software is decreased to almost 0%. The target of 0% is only possible when
the technical requirements from the customer are done accurate and to 100% complete. Even
with incomplete requirements, using the QSPS system the possibility to reach the target of 0% is
possible. Therefore the implementation and running of the software should have a much longer
period of time running in the pilot environment, to assure a safe lunch in the production. In
most all of the cases this is not possible because the production should always start even if some
problems are unsolved, because of time pressure. QSPS should eliminate that inconveniences,
provoked by time pressure or other factors, due to a much easier structure, better and faster to
be used, compared to other systems met till know in other studies.

The advantage of using the QSPS is that during the 3 environments (test, pilot and produc-
tion), using the rules and ISO norms for each of them, the almost or all troubles which occurred
are filtered before running the real production. That means that after the SOP (Start of Pro-
duction) the interruption of the production line because of the software is almost inexistent.
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Figure 3: Escalation Plan 

Figure 4: Escalation Plan
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Abstract: In today’s world communication is relying heavily on electronic
means, both for voice and other native data. All these communication ses-
sions leave behind journaling information by the very nature of the underlying
services. This information is both sensitive with respect to user’s rights and
important for law enforcement purposes, so proper storage and retrieval tech-
niques have to be taken into consideration. The paper discusses such techniques
in relation with recent EU recommendations and suggests some methods for
achieving good performance while preserving the required security levels.
Keywords: call detail records, secure retention, row chaining.

1 Introduction

During the last years we have seen an increasing interest in secure storage and retrieval of
journaling archives of various transactions. The possibility of fraud or inappropriate usage of
resources have led to laws and regulations regarding storage of transaction history for phone calls,
SMS, e-mail traffic and other forms of communication. Specifically, the European Parliament
and the Council of the European Union have adopted a directive (2006/24/EC) [1] which gives
guidelines for retention of data collected from publicly available communication services or public
communication networks, in order to ensure that the data is available for investigation, detection
and prosecution of serious crime.

Usually, the devices that perform the actual communication function are generating logging
data that can identify the peers, time attributes and other relevant details of the transaction.
These logs have been traditionally used for billing and eventually for statistical purposes by
the network operators themselves. Since this information was stored anyway by the operators,
the law enforcement agencies could make use of them for specific purposes within a frame more
or less regulated by each country laws. Currently, many states are requiring the voice and
data operators to store these logs for a well-defined period of time and to present them timely
when legally requested by various law-enforcement entities. In order for this information to be
useful for investigation and furthermore for prosecution, there is an implicit requirement that
the information contained by the logs cannot be tampered with.

Even if the operators should not (or actually may not) capture and store the actual content
of the communication, there are also increasing concerns about the privacy of the service users
related to their communication partners. Wholesale collection of user communication actions
and habits can be viewed as a breach of privacy, so strong protection against casual browsing or
unauthorized intentional usage of this information should be provided.

When combining the long-term storage and efficient retrieval requirements with privacy, non-
repudiation, integrity, performance and cost requirements, the task of data retention becomes
non-trivial.

Copyright c⃝ 2006-2010 by CCC Publications
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2 System structure, main requirements and challenges

The communication network operator has to manage during normal operation several pieces
of information about each communication session. At the bare minimum this information is used
to establish communication channels and to ensure correct traffic flow but it may also be stored
and used for billing purposes. We will call such information about one user session Call Detail
Record (CDR) as this is the name commonly used by voice service providers. For simplicity
we will also name the communication session call but all reasoning below applies also for data
sessions (e-mail, Internet sessions).

The records originate in the network equipment (central switch, access infrastructure), which
have limited ability to store data, so periodically the records are transferred into database systems
where they are processed (e.g. for billing) and finally discarded. If CDR retention is desired,
the records are also stored for a rather extended period of time in some sort of semi-persistent
storage until lawfully required through a query or until the retention period expires.

 

Network equipment Billing process Data  is discarded 
Legitimate query 

CDR retention system 
Figure 1: CDR data flow and data retention

For the purpose of this discussion we will not consider the billing path because this is part
of the existing business model of the operator and is already well-established and less likely to
accept any change. User data may be exposed there but this is an old threat, which is supposedly
already handled by operator’s procedures. Furthermore, the lifecycle of user sensitive data there
is relatively short (one month or at most a couple of months) and the impact of integrity loss is
only eventually financial to the operator but not deeply legal to the user.

The CDR data can be attacked:

• Before entering the retention system;
• While stored in the retention system;
• During query;
• After supposed deletion.

We will consider that the attacks performed before entry in the retention system have a low
risk because the data stays in transit between network equipment and storage for a short period
of time, the path is internal to the operator (thus is reasonably secure) and more important, the
attacks are likely to take place only after a reasonable long time after the call is placed (otherwise
the attacker would have refrained from making the call at all or would have attacked directly
the network infrastructure to obtain an untraceable call).

The attacks on CDR data during the query may be:
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• Impersonating authorized entities;
• Query alteration;
• Result alteration;
• Result disclosure.

All those can be stopped by proper signing and encryption of the request and the result.
The attacks after supposed deletion are disclosure attacks and would attempt to extract

protected information from media used to store CDR data in the retention system. Encrypting
the data is of course the main protection method but ciphertext-extensive attacks may exist
which exploit the very large amount of encrypted data. To avoid these attacks write-once media
should be destroyed properly and rewritable media should be properly erased after retention
time expires.

We will focus on data stored in the retention system, because the CDR data stays there a
rather long time (at least 6 months, according to EU recommendation) and the attacks may be
either against the confidentiality or against the integrity of the data.

The CDR retention system has to take steps to prevent at least the following attack types:

• unauthorized disclosure of call detail, either for a particular call, a particular originator or
a particular termination

• alteration of call detail (originator, termination, start/end time, other details)
• complete removal of one call or of all calls matching a particular originator, termination or

time interval
• complete denial of service against the retention system

When evaluation the potential solutions we should also consider the size of the problem.
One reasonably large operator may easily originate or terminate in excess of 10M calls per day
(probably at least one order of magnitude more in the case of data services). At a minimum,
a CDR will contain the originating subscriber number or identifier (at least 10 characters),
termination or forwarding subscriber number (at least 10 characters), starting timestamp and
duration (about 6 characters). To cover all situations (international dial numbers) additional
space has to be reserved. In the case of mobile services additional location data is required
and data services may have longer identification tokens. We estimate therefore the raw CDR to
require at least 32 bytes of storage, leading to a minimum figure of 320MB of raw data to be
stored for each day of traffic. This extends to about 10GB monthly and 120 GB yearly.

The above figures may appear small by today’s standards in memory and storage capacity,
but they are absolute minimum estimates of raw data. In a working system there should be
protection which is obviously introduced by encryption and a working system should offer some
sort of direct random access to the data, preferably optimized like an indexed database query.
Both features have storage overhead and we consider it to be tenfold from extrapolating previous
experiences. In the end the retention system will probably have to deal securely with about
500GB of data for a 6 month retention period on the assumption of 10M calls per day.

The above estimation may still appear small by comparison to a large business platform,
but we should keep in mind that the CDR retention system is a non-profitable investment for
the operator so one cannot expect it to use significant resources in terms of purchased hardware
or software. Fortunately, the criteria for common queries are limited: by originator identifier
(directly or indirectly mapped through user identity), by termination identifier and by time
interval.
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3 Potential solutions

According to the problem description we should figure how to store the data and how to
efficiently retrieve the required CDR according to the typical query criteria.

3.1 Direct WORM storage

One obvious approach is to use WORM media, given that the write-once feature will provide
tampering protection. This approach will not automatically solve the confidentiality issue, so
some additional measures have to be taken. The main disadvantage of passive WORM media is
capacity. Considering the above estimations, plain passive WORM media is not sufficient unless
the time span for data written on one support is short. The time span should also be as short
as possible, because data is protected only after write, and data in transit will be vulnerable to
integrity attacks. Short time spans on one support will translate into many media units for the
entire retention period, making the query process difficult and time-consuming. The speed of
passive WORM media is also limited, affecting the query performance.

A better performing approach is to use special active WORM devices. These are special
storage units presenting the WORM feature at the access port (Ethernet, SCSI) but backed
by conventional magnetic storage. The WORM feature is protected by dedicated interface and
firmware and the whole device is tamper-proof. This kind of device offers good protection but is
usually expensive and its main use case is append to log. Our goal is to map database-like search
capabilities over the protected data and the append to log restricted primitive is not friendly
with common database engines and their storage management.

The lesser version of active WORM is a hybrid software system that achieves the write once
feature by modification of the operating system block drivers or by a custom operating system [2].
The protection it provides may be reasonable but far weaker than the one offered by true passive
optical media. This hybrid alternative fails to be database-friendly, too.

All the solutions based mainly on WORM devices will amount to periodically storing the
CDR logs and sequentially scanning those for each query. This is not very efficient; especially
considering that all the data that is sequentially scanned will be encrypted for confidentiality
purposes.

3.2 Database backed by WORM storage

A slightly better solution would be to use a true database for query purposes and a passive
WORM reference for result validation.

The CDR data would both be stored in the database and consolidated with a reasonable short
interval to WORM storage (passive media should be OK). The initial query would be performed
over the regular database and the integrity of the database itself might be checked against some
hash checks stored on WORM media. The solution is fragile and may not provide either the
required level of integrity or the desired level of performance.

Some DBMS (e.g. Oracle) offer the possibility to split the storage segments over read-write
and read-only media. In such a simple scenario, the retention time window would be split in
several fragments out of which only the last one is residing on read-write storage. Of course,
management of splitting would be rather complicated and there are certain limitations in place
which would limit the reasonable unsafe fragment to at least one week. The solution has the
disadvantage of poor query performance for time frames located on read-only media, but the
main disadvantage is that the unsafe fragment cannot be protected even if conventional row-
level encryption is applied. Little can be done to actually prevent the rows in the read-write
partition from being maliciously created, changed or deleted. Security mechanisms at database
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level do exist but we are looking for an additional layer of trust, which would rule out any
database authority from tampering the data.

By using encryption at row level one can simply prevent row changing and unauthorized
row creation [3]. Efficient query is possible by index-scan over plaintext time attributes or by
index-scan over pre-encrypted source or target fields. Unfortunately row deletion can be always
performed at some authority level without being even detected.

 

Source Target Start time Duration 
Source Target Start time Duration 
Source Target Start time Duration 

Symmetrical encryption 

Sig 
Sig 
Sig 

Row-level signature 

Figure 2: Row content is protected but rows can be deleted

3.3 Database with cross-linked rows backed by WORM storage

An improved solution is using results of our previous work, namely row chaining [4] [5]. Beside
symmetrical encryption for confidentiality protection and row-level signature for row integrity
and authenticity protection we use a chaining scheme that links one row to the previous one.
The scheme can detect row deletion unless a whole block of rows from the end are collectively
deleted. This would be solved by building the chain two ways, at the cost of revisiting previous
records. Given the volume and the dynamic of data we consider a single chain is providing
enough protection.
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Figure 3: Rows protected by chaining cannot be deleted

Using the chaining scheme has the great advantage of relieving us from calling the WORM
storage upon each query. The CDR data can now reside entirely in plain read-write database
storage as its integrity is now protected by chains and signatures. When a query is presented, the
results are quickly determined at regular database speed, and then the result-set is validated by
walking the chain one or two steps for each record. The WORM storage is still required in case
tampering is detected in any form and as a backup to avoid denial-of-service attacks (complete
corruption of the database).

The above scheme has however a flaw and can be improved. One can maliciously alter the
database indexes to skip certain records, and those records will never be returned in the result
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set even if they are present in the database and the storage structure is still cryptographically
intact. All checks will succeed, even for queries returning rows adjacent to the masked ones.

The solution is to build the chains not on subsequent rows as they are added to the database
but on rows belonging to the same source or the same target. This means that the database
will contain a chain of rows for each source and a chain of rows for each target. There is a new
efficiency issue here, because we will need two chaining fields, one for source and one for target.
The issue of protecting the last record in the chain becomes also apparently more sensitive,
because the open ends of the chains are living longer. However, undetected deletion of a row
requires that it is at the open end of both source and target chains, which is unlikely to happen
for long in regular traffic.

4 Aggregation attack and countermeasures

So far we have considered that encrypting the source and the target fields offers appropriate
protection against disclosure of the actual participants to a call. Unfortunately, in order to
benefit from indexed search a particular source or target identifier has to be encrypted always
with the same key, yielding the same encrypted value. The key does not have to be the same
for all encryptions (actually should be changed over the source-target population) but once an
identifier is encrypted in the system it should use the same ciphertext representation.

This invariance property required for indexing opens a path for aggregation attacks. Say
the attacker has access to the database (either online or in archived form) and is looking for
source A, but does not know the key. Actually it does not need to. If the attacker knows that A
has placed calls at some particular moments in time it can aggregate through the data looking
for that particular call pattern. Once it finds it all the past and future CDR involving A (at
least as source) are accessible. The required number of such fixed points is not very high, as
it was previously proven in aggregation attacks on blinded statistical data. The success of the
attack depends on the traffic volume around the known time-points and on the number of the
time-points available. The attacker may even optimize its chances by explicitly placing calls to
A at low-traffic time intervals or if the attacker is itself A, by making calls at such well-chosen
moments.

To provide some level of protection against this kind of attack we have to dilute the resolution
the attacker has in the time domain when building a candidate set based on a given timestamp.
When the attacker has a timestamp it can effectively build a set of sources or destinations that
have placed or received a call at that moment in time. If the timestamp is say 11:00:00 AM,
the set will be likely large (high traffic at busy hours) but if the timestamp is 03:00:00 AM
the set will be considerably smaller. The time resolution dilution has to be made by sacrificing
performance at some level. We will store in the Start time field a down-rounded timestamp and
in an additional encrypted field the offset of the actual start time. This will reduce the resolution
of the time searches and will entail some sequential processing to achieve exact query results.
However, since the query specifies typically also the source or the target the performance penalty
will be small (will use source or target indexes). On the other hand, the attacker has only the
degraded start time to work with. To further refine the protection, the rounding should be made
according to traffic patterns. Lower traffic intervals should be larger and higher traffic intervals
may be smaller. This helps reducing the performance degradation we mentioned before and
can be achieved by a Hamming-like algorithm applied once in a while to determine the optimal
rounding intervals.

Even when using the rounding method to protect against data aggregation, special care should
be taken with respect to the data storage pattern. All records have to be added incrementally
with the starting timestamp (or eventually the end timestamp) because that is the way they come
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from the network device logs. If the rounding algorithm performs for example the rounding at
23:00, 01:00, 05:00 the attacker may place a call shortly after 01:00 AM and look for records after
but in close proximity of the Start time switch from 23:00 to 01:00. The solution is to randomly
shift the rounding boundaries each day with at least 10% of the theoretical interval size.

5 Conclusions and Future Works

Designing and implementing a system which provides secure data retention of Call Detail
Records is not a trivial task. There are several inter-related issues ranging from storage methods
to data protection by encryption, and from efficient query to safe implementation. Unfortunately
we have to note that in the current form, secure data retention has little driving force. The
operators that manage the data have little to gain by properly implementing such a system
and proper implementation is not necessarily cheap. The laws mandating the presence of such
systems are rather vague on the required security and performance levels for such systems. The
potential direct users have no direct means to encourage proper (read fast) implementations and
the real owners of the call data (the subscribers) have also little means to encourage proper (read
secure) implementations.

We however tried to outline within the limited size of this paper some of the requirements
and the challenges related to such a system together with means to achieve a safe system with
good performance.

Of course, each link in the chain has its very important contribution to the overall strength
and there are many details left uncovered. Some directions may be: the proper protocol to
be implemented between the retention system and the authorized partner requesting a query,
proper and efficient protocol for destruction of CDR data at the end of retention period, imple-
mentation details on the chaining and on the time dilution algorithm, general implementation
notes regarding secure split-role administration. Some of our future work may be related to these
directions.
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1 Introduction

Internet congestion control and congestion avoidance have been active research interests in
the area of networking (see, for example [1] [2] [3]) during the last two decades. It has two
components: (1) the end-to-end congestion control protocol, such as TCP [4], and (2) an active
queue management (AQM) scheme implemented in routers. AQM signals congestion by discard-
ing or marking packets. When congestion is detected by TCP, it will take actions to reduce the
source sending rate. Normally, AQM objectives are: to stabilize the buffer queue length at a
given target, thereby achieving predictable queueing delay, and to minimize the occurrences of
queue overflow and underflow, thus reducing packet loss and maximizing link utilization. Thus,
it is necessary to reduce as much as possible this problem. At present, there are methodologies
to deal with this issue [5]: congestion control which is used after the network is overloaded and
congestion avoidance which takes action before the problem appears. This paper deals with con-
gestion control because it is where feedback control techniques can be openly and easily applied.

Recently several mathematical models of active queue management (AQM) schemes sup-
porting transmission control protocol (TCP) flows in communication networks have been pro-
posed [2] [3]. From these models a control theory-based approach can be used to analyze or to
design AQM schemes. The more well known AQM scheme is probably RED [1]. RED can detect
and respond to long-term traffic patterns, but it cannot detect congestion caused by short-term
traffic load changes. In addition, it is well known that an appropriate tuning of RED parameters
is not an easy task an may result in a non stabilizing controls scheme. This fact has motivated
the research for alternative control approaches.

This paper presents the application of a Robust PID approach as an AQM controller. The
controller can be easily tuned from the network parameters and it is compared with RED and
the PI controller proposed in [3]. The performance under different load conditions shows the
robustness and superiority of the presented approach. In addition the simple formulation of the
PID controller also constitutes a motivation for implementation.

Copyright c⃝ 2006-2010 by CCC Publications
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The rest of the paper is organized as follows. Next section presents the nonlinear model for
a TCP router as well as the TCP control problem formulation. Section 3 reviews the RED and
PI controller approaches for AQM control whereas section 4 presents the Robust 2-DoF PID
approach. In section 5 a discussion and comparison is conducted. The paper ends with drawing
some conclusions on the reported results.

2 AQM Router Dynamic Model and Control problem statement

In this section the dynamic nonlinear/linearized equations of TCP behavior developed in [3]
are briefly reviewed as well as the purposes of AQM control stated.

2.1 Dynamic TCP Model

As in the literature, a network configuration consisting of a single congested router with a
transmission capacity C is considered in this paper. TCP timeout mechanisms have been ignored
for simplification. Using fluid-flow and stochastic differential equation analysis, the following
coupled, nonlinear differential equations have been proposed as the dynamic model of the TCP
behavior:

˙W(t) =
1

R(t)
−

W(t)

2

W(t− R(t− R(t)))

R(t− R(t))
p(t− R(t)) (2.1)

˙q(t) =

{
−C+ N(t)

R(t)W(t) q(t) > 0

max 0,−C+ N(t)
R(t)W(t) q(t) = 0

where
W

.
= average TCP window size (packets)

q
.
= average queue length (packets)

R(t)
.
= round-trip time=q(t)

C
+ Tp (secs)

C
.
= link capacity

Tp
.
= propagation delay (secs)

N
.
= Number of active TCP sessions

p
.
= probability of packet mark

The queue length q, and window-size W, are positive bounded quantities; i.e., q ∈ [0, q̄] and
W ∈ [0, W̄] where q and W denote buffer capacity and maximum window size respectively. In
this formulation, the congestion window size W(t) is increased by one every round-trip time if no
congestion is detected, and is halved upon a congestion detection. Moreover it has been assumed
that the AQM scheme implemented at the router marks packets using Explicit Congestion No-
tification (ECN) to inform the TCP sources of impending congestion.

To linearize (2.1), it is assumed that the number of active TCP sessions and the link capacity
are time-invariant, i.e., N(t) ≡ N and C(t) ≡ C. In addition the dependence of the time delay
argument t−R on queue length q, is ignored and it is assumed to be fixed to t−Ro. Then, local
linearization of (2.1) about the operating point results in the following equation:
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Figure 1: AQM Block Diagram of the linearized model along with High frequency uncertain
dynamics

˙δW(t) = −
N

R2
oC

(δW(t) + δW(t− Ro)) (2.2)

−
1

R2
oC

(δq(t) − δq(t− Ro)) −
R2
oC

2N2
δq(t− Ro)

˙δq(t) =
N

Ro
δW(t) −

1

Ro
δq(t)

where δW(t) = W(t) −Wo and δq(t) = q(t) − qo are the incremental variables with respect to
an operating point. The operating point for a desired equilibrium queue length qo is given by:

Ro =
qo

C
+ Tp Wo =

RoC

N
po =

2

W2
o

(2.3)

This leads to a low order nominal model of the network dynamics that is accurate at a
particular operating point (Ro, qo, Co,Wo, po) given by:

P(s) = Po(s)e
−Ros =

C2/(2N)

(s+ 2N
R2
oC

)(s+ 1
Ro
)

(2.4)

By modelling the high frequency dynamics using a block ∆(s) such that

∆(s) =
2N2

R3
oC

3
s(1− e−Ros) (2.5)

This term represents the high frequency, necessarily parasitic, network uncertainty in the
model. Computational experience has shown that this can adequately capture certain deviations
from nominal network performance. These considerations lead to the generation of a simplified
feedback control system as shown in Fig. (1)

2.2 AQM Control problem

The function of an AQM control law is to mark packets (with probability p) as a function
of measured queue length q. Marking of packets is consecutively used by the sender to throttle
the amount of data sent; if no marked packets are received the window size is increased. Upon
reception of a marked packet the window size is halved. The principal performance objectives
for an AQM control law are:

1. Efficient queue utilization, to avoid overflow or emptiness of the queue buffer.
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2. Regulated queueing delay, to minimize (optimize) the time required for a data packet to
be serviced by the routing queue. The queueing delay is equal to q/C.

3. Robustness, to maintain closed-loop performance in spite of plant uncertainties, N, Ro and
C.

3 RED and PI Approaches to AQM

this section reviews two of the more well established approaches for AQM control, say RED
and the PI approach presented in [3].

3.1 RED approach to AQM

Random Early Detection (known as RED) was presented by [1]. A RED gateway calculates
the average queue size, using a low-pass filter with an exponential weighted moving average. The
average queue size is compared to two thresholds (minimum and maximum). When the average
queue size is less than the minimum threshold, no packets are marked. When the average queue
size is greater than the maximum threshold, every arriving packet is marked. If marked packets
are in fact dropped, or if all source nodes are cooperative, this ensures that the average queue size
does not significantly exceed the maximum threshold. When the average queue size is between
the minimum and the maximum threshold, each arriving packet is marked with probability p,
where p is a function of the measured queue length q. Hollot et al. in [3] proposed the following
transfer function model for the RED controller:

Cred(s) =
KLred

s+ K
=

Kred

s/kred + 1
(3.1)

where

Lred =
pmax

(maxth −minth)
Kred =

R3
oC

2

(2N)2
kred = −C ln(1− αred) (3.2)

and where αred is REDs queue-averaging weight. The corresponding controller block diagram is
shown in figure (2).

Figure 2: Block Diagram of RED as a cascade of low-pass filter and nonlinear gain element.

3.2 PI approach to AQM

According to [3] the transfer function of a PI controller can be written as:

CPI = KPI
s/z+ 1

s
(3.3)

This controller is very well known by the control community. Its parameters can be tuned
following methods proposed in the control literature. For example, [3] gave guidelines based on
the Bode diagram tuning technique:
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Figure 3: 2-DOF Control System
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R2
oN

KPI = ωgz

∣∣∣∣ jωg + 1/Ro

C2/(2N)

∣∣∣∣ ωg =
β

Ro
(3.4)

where β determines the phase margin of the resulting nominal control system. The PI proposed
in [3] is designed for a phase margin of about 30o.

4 Robust PID Control

This section briefly presents the approach for Analytical Robust Tuning (ART) of 2-DoF
PID controllers recently presented in [6]. Consider the Two-Degree-of-Freedom (2-DOF) control
system of Fig. 3, where P(s) is the controlled process transfer function, Cr(s) the set-point
controller transfer function, Cy(s) the feedback controller transfer function, and r(s) the set-
point, d(s) the load-disturbance, and y(s) the controlled variable.

The output of the 2-DOF controller is given by

u(s) = Cr(s)r(s) − Cy(s)y(s) (4.1)

For a PID2 [7] it is

u(s) = Kc

(
β+

1

Tis

)
r(s) − Kc

(
1+

1

Tis
+ Tds

)
y(s) (4.2)

where Kc is the controller gain, Ti the integral time constant, Td the derivative time constant,
and β the set-point weighting factor (0 ≤ β ≤ 1).

We will start right now with a Second-Order-Plus-Dead-Time (SOPDT) model of the form

P(s) =
Kpe

−L
′′
s

(T ′′
s+ 1)(aT ′′

s+ 1)
, τo =

L ′′

T ′′ (4.3)

The PID controller parameters are determined by the following equations for processes with
parameters in the range 0.1 ≤ τo ≤ 1.0 and 0.15 ≤ a ≤ 1.0.

κc =
10τi

21τc + 10τo − 10τi
(4.4)

τi =
(21τc + 10τo)[(1+ a)τo + a] − τ2c(τc + 12τo)

10(1+ a)τo + 10a+ 10τ2o
(4.5)

τd =
12τ2c + 10τiτo − (1+ a)(21τc + 10τo − 10τi)

10τi
(4.6)
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β = min

{
1

Kc
,
τcT

′′

Ti
, 1

}
(4.7)

The controller normalized parameters κc, τi and τd, and β depend on the model normalized
dead-time τo and time constants ratio a, and on the design parameter τc. A minimum system
robustness level is incorporated into the design process estimating a recommended maximum
speed (τcmin) of the resulting closed-loop control system parameterized in terms of the maximum
sensitivity function (Ms) by using

τcmin = k11(Ms) + k12(Ms)a
k13(Ms) (4.8)

k11(Ms) = 2.442− 2.219Ms + 0.515Ms
2

k12(Ms) = 10.518− 8.990Ms + 2.203Ms
2

k13(Ms) = 0.949− 0.197Ms

Combining the performance and robustness consideration above the design parameter may
be selected in the range τcmin ≤ τc ≤ 1.25 + 2.25a. The range limits for the design parameter
selection then combine the necessary restriction so that all controller parameters are positive
and the accomplishment of a specified maximum sensitivity, with the necessity that the obtained
response does not deviate too much away from the desired response, due of the dead-time approx-
imation used in obtaining the tuning equations. For a more detailed presentation and discussion
of the method please see [6].

5 Discussion

In order to illustrate the effectiveness of the Robust 2-DoF PID method, a numerical situation
will be presented by taking the network simulation parameters of [3] where qo = 175 packets,
Tp = 0.2 seconds, C = 3750 packets/s (this corresponds to a 15MB/s link with an average packet
size of 500 Bytes.). For a load of N = 60 TCP sessions we have Wo = 15 packets, po = 0.008,
and Ro = 0.246. Therefore

P(s) = Po(s)e
−0.246 =

1.17126 105

(s+ 0.53)(s+ 4.1)
e−0.246 ∆(s) = 2.24 10−6s(1− e−0.246s) (5.1)

The corresponding RED controller parameters are (see [3]) K = 0.005 and Lred = 1.86 10−4

whereas those of the PI controller KPI = 9.64 10−6 and z = 0.53. On the other hand, for
the application of the ART method the parameters of the SOPTD model are needed. These
result to be a = 0.1297, L ′′ = 0.2467 and T ′′ = 1.9014. And the controller parameters depend
upon the desired robustness level expressed in terms of te Ms level. A minimum robustness
is assured by Ms = 2.0 whereas highly robust systems are designed with Ms = 1.4. Here we
take an intermediate level with Ms = 1.6. The resulting 2-DoF PID controller parameters are:
Kc = 4.4241 10−5, Ti = 2.1443, Td = 0.3436 and β = 0.6172. Figure (4) shows the performance
of the three presented control strategies applied to the nonlinear system (2.1). As it can be seen
the RED controller cannot reach the new references. This is an inherent drawback because it
lacks the corresponding integrator. On the other hand both the PI and ART-PID controllers
reach the desired targets. On the right part of figure (4) it can de observed that the ART-PID
controller reaches the desired set-point faster and without any overshoot. In addition, a test
under different load conditions has been performed. In this case the number of TCP sessions
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Figure 4: Changes on desired queue length. Comparison of PI, PID and RED performance.
Plots on the right side show a zoomed version to better compare PI and PID

is a signal of the form N(t) = N(1 + 0.01 ∗ sin(0.05t)) + v(t) being v(t) a normally gaussian
distributed random number of zero mean and variance 0.01 ∗N. v(t) is assumed to change with
a sampling time of 5 sec. It can be seen that the ART-PID provides faster response to the load
variation and faster recuperation of the desired queue length. Table (1) shows the mean value
and standard deviation of the queue length error computed with respect to the desired target
qo = 175packets. As a proof of performance, as we achieve a lower variation of the queue, a
predictable performance will be expected. Therefore better QoS.

Table 1: Mean and standard Deviation of the queue length error
Controller RED PI ART

mean -0.43 -0.27 -0.1
std 10.9 9.2 5.0

6 Conclusions

In this paper the suitability of applying Robust PID controllers for the purpose of improving
internet congestion control has been presented. The main advantage of the ART PID tuning is its
one-parameter tuning. In addition this parameter is a direct specification of the desired robust-
ness level. Therefore suitable for the sittuations with changes in load and system parameters.
The performance has been compared to that of RED and a PI controller previously proposed in
the literature.
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Figure 5: Regulation performance on a desired queue length of qo = 175packets facing random
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